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Mathematical modeling of air pollution has grown enormously over the last two
decades in response to ever-increasing demands to understand and manage air
resources. Air Pollution Modeling, the first comprehensive text on this subject,
provides both an historical perspective on the evolution of mathematical
modeling techniques as well as a carefully-developed survey of contemporary
modeling methods. Dr. Zannetti’s book fills a long-standing void in this area of
environmental science. Air Pollution Modeling will no doubt become a mainstay
in the library of air quality scientists, practitioners and managers as well as
educators in this field.

Based on a clearly-presented foundation of chemical and physical principles,
Air Pollution Modeling introduces relevant historical and recently developed
examples of modeling techniques for traditional problems including point
source dispersion, plume rise, windfield estimation, and surface deposition.
Supplementing these are discussions on a number of contemporary and
emergent air quality modeling issues including visibility, dense gas dispersion,
indoor air pollution, photochemical oxidants, and global air quality.
Complementing the treatment of numerical modeling methods is a chapter on
statistical and empirical techniques useful in establishing source-receptor
relationships, analysing aerometric data and evaluating the performance of
models. Air quality practitioners and students will find the survey on available
modeling codes and software to be particularly helpful.

The field of air pollution modeling is expanding rapidly in response to an
increasingly complex set of social, political and technological issues. In Air
Pollution Modeling, Dr Zanetti has provided an invaluable resource to those in
the scientific, educational and public policy communities dealing with these
problems.
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Preface

Finishing this book is giving me a mixture of relief, satisfaction and frus-
tration. Relief, for the completion of a project that has taken too many of my
evenings and weekends and that, in the last several months, has become almost
an obsession. Satisfaction, for the optimistic feeling that this book, in spite of its
many shortcomings and imbalances, will be of some help to the air pollution
scientific community. Frustration, for the impossibility of incorporating newly
available material that would require another major review of several key chap-
ters — an effort that is currently beyond my energies but not beyond my desires.

The first canovaccio of this book came out in 1980 when I was invited by
Computational Mechanics in the United Kingdom to give my first Air Pollution
Modeling course. The course material, in the form of transparencies, expanded,
year after year, thus providing a growing working basis. In 1985, the ECC Joint
Research Center in Ispra, Italy, asked me to prepare a critical survey of mathe-
matical models of atmospheric pollution, transport and deposition. This support
gave me the opportunity to prepare a sort of “first draft” of the book, which I
expanded in the following years.

The expert reader will notice that this book is uneven. Subjects that I feel
comfortable with are discussed extensively, while other subjects are only briefly
summarized. I have tried to compensate, with abundant reference citations, for
my lack of deep knowledge in some of the technical fields discussed here. Also, I
have tried to be fair in the critique of the different modeling techniques, even
though some bias is noticeable when, for example, the properties of Lagrangian
versus Eulerian models are discussed.

The list of people and organization to thank is endless. I must start with
Ivar Tombach who, since 1980, has encouraged me to complete this endeavor
and has provided substantial moral and practical support. Then, I want to thank
AeroVironment, Inc., the company I have been associated with in the 80’s, for
having provided an outstanding working environment and continuous, interesting
technical challenges. Thoughts of appreciation also go to the IBM Scientific Cen-
ters for which I worked in the 70’s. I will always be grateful to IBM Italy for
getting me involved, in 1971, with air pollution modeling research and for intro-
ducing me to a scientific field — environmental modeling — that I have found
very satisfactory and rewarding for two decades.



I submitted each chapter of this book to a few reviewers. It is difficult to
critique a chapter without reading the entire publication. Nevertheless, their com-
ments and constructive criticism were very useful in finalizing my work. I apolo-
gize to some of the reviewers for not being able to incorporate all their sugges-
tions. I hope to do so in the future, if and when a new edition is printed. The
reviewers. were: Domenico Anfossi, Michel Benaire, Robert Bornstein, Richard
Boubel, Gary Briggs, Steven Hanna, Brian Henderson-Sellers, Frans Nieuwstadt,
Arnaldo Longhetto, Walter Lyons, Roger Pielke, Chris Pilinis, Brian Sawford,
Christian Seigneur, John Seinfeld, Tom Tesche, David Thomson, Tiziano Tira-
bassi, Paul Urone, Eric Walther, and Robert Yamartino. (A special thanks goes
to Tom Tesche who, after reviewing one chapter, found the time to look at the
entire manuscript and provided useful general comments.) All reviewers made
valuable contributions; errors and omission, however, are only my fault.

This book would never have been published without the efforts and dedi-
cation, beyond the line of duty, of Wendy Webb who prepared, using Interleaf®
Technical Publishing Software, the camera-ready version of the manuscript. I
really owe you a lot W?! Anita Spiess provided outstanding editorial help. I
learned a lot from her editorial changes and her constant struggle for clarity,
conciseness and logical sequence.

This book is dedicated to those who loved me. First and foremost, to the
memory of my parents, who gave so much and asked for so little.

PAOLO ZANNETTI

Monrovia, California
February, 1990
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THE PROBLEM - AIR POLLUTION

1.1  HISTORICAL REMARKS

Ambient air composition over the earth has undergone several changes
throughout history. In particular, there is evidence (Chambers, from Stern, 1976)
that “the primeval gaseous environment probably contained almost no free oxy-
gen” and that “oxygen in more recent years has accumulated as a result of pho-
tosynthetic processes utilized by early nonoxygen-dependent species.” Those
early living species have either disappeared, as a consequence of these changes,
or adapted.

Anthropogenic activities, especially since the 14th century, when coal be-
gan to replace wood as the prime source of energy, have provided a clear “per-
turbation” of the earth’s environmental balance. In the atmosphere, these anthro-
pogenic pollutants have often generated locally unhealthful air quality and, some-
times, lethal air pollution concentrations, as during the well-known London epi-
sode of December 1952. In addition to short-term episodic effects, atmospheric
pollutants are known to generate long-term adverse effects, which are, however,
difficult to forecast.

The emergence of petroleum products in this century has characterized a
new industrial revolution. In 1945, it was recognized that petroleum products are
responsible for a new type of “smog,” a photochemical summertime smog, first
discovered in the Los Angeles area. Photochemical smog is quite different from
the traditional wintertime sulfur smog (the “London” smog) typically generated
by the combustion of sulfur-containing fuels, such as coal.

The last decade has been characterized by a growing interest in long-
range air pollution transport phenomena and global effects. First in northern
Europe and then in eastern North America, it has been shown that large emis-
sions of “primary” pollutants, such as sulfur dioxide (SO;), undergo chemical
transformations in the atmosphere. These transformations generate, hundreds or
thousands of kilometers downwind, new chemical species known as “secondary”
pollutants, such as the sulfates (SO%"). These secondary species are responsible
for new adverse affects, such as acidic deposition (or, as commonly and improp-
erly called in the media, acid rain).
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Two “global” issues have recently become a major concern: 1) the “green-
house” effect, which could cause an increase of the earth’s average temperature
as a consequence of increasing concentrations of carbon dioxide (CO.), a species
that has never been considered a “pollutant” and whose huge emissions have
never been controlled; and 2) the possible depletion of the stratospheric ozone
layer, a natural protective “blanket” from harmful solar radiation, by certain
species emitted by anthropogenic activities. On the subject of global issues, the
“nuclear winter” hypothesis should also be mentioned, i.e., the possibility that
large fires, following a nuclear war, may inject large amounts of particles into the
atmosphere, generating a substantial and prolonged decrease of earth’s tempera-
tures.

Other air pollution problems that have recently emerged are (Urone, from
Stern, 1986): indoor air pollution, in particular, asbestos; nuclear accidents, espe-
cially after the Chernobyl disaster; nonionizing radiation, which seems to cause
physiological disfunctions; risk assessment, especially for the characterization
and prevention of accidental releases of toxic pollutants (e.g., in the form of
heavy gases that have unique dispersion characteristics); and atmospheric visibil-
ity and its impairment by air pollutants.

It has often been pointed out that government pollution control action has
seldom (or perhaps never) anticipated adverse effects and that only large-scale
disasters or environmental deterioration have provided stimuli for effective action
and preventive measures. Recent years, however, seem to be characterized by
increasing public concern, at least in the western societies, about environmental
issues and by the pressure of public opinion on government and industry for
major preventive control actions and for the implementation of emergency/acci-
dent contingency plans.

1.2 WHAT IS AN AIR POLLUTANT?

Which substances must be considered air pollutants? Or, better, which
substances, emitted into the atmosphere, can be considered safe, nonpolluting
compounds? The question is certainly not an easy one, since the term “air pollu-
tion” can have many definitions.

Williamson (1973) gave a satisfactory clarification of this problem, by
elaborating the difference between a “pollutant” and a “contaminant.” A con-
taminant was defined as “anything added to the environment that causes a devia-
tion from the geochemical mean composition.” On the other hand, a pollutant, to
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be considered such, must be a contaminant responsible for causing some adverse
effect on the environment.

Clearly, the distinction between pollutants and contaminants is based on
our limited understanding of short-term and long-term adverse effects of each
chemical compound. Moreover, this evaluation is complicated by chemical reac-
tions that can transform a contaminant into a pollutant. We can, therefore, say
that any contaminant is a potential pollutant and that, in many cases, the two
words are synonymous.

An example of the above difference is given by the CO, gas that is abun-
dantly emitted into the atmosphere from anthropogenic combustion processes.
CO, does not present adverse effects to living organisms and was, therefore,
considered only a contaminant. Measurements have shown, however, that ambi-
ent CO; concentrations throughout the world are constantly increasing, which
reveals an accumulation in the atmosphere of a considerable fraction of the CO,
emitted by anthropogenic activities. Since further CO, concentration increases
are expected to induce an increase in the average temperature of the earth, CO,
should be considered, in this respect, a pollutant. (See Chapter 13 for further

discussion on the CO, problem.)

Air pollutants are found in the form of

o gases, e.g., sulfur dioxide (S0;)

. particulate matter, e.g., fine dust
and are injected into the atmosphere from

o natural sources, €.g., volcanoes, ocean spray, pollen

. anthropogenic sources, e.g., industrial, commercial, agricultural,
transportation activities

These “primary” pollutants (i.e., those directly emitted from sources) un-
dergo chemical reactions that result in the subsequent formation of other species,
i.e., “secondary” pollutants, in the form of

. gases, e.g., ozone (03)
. particulate matter, e.g., sulfates (S03%°)

One of the most important factors characterizing the atmospheric particu-
late matter is the size (e.g., the diameter) of the particles. Particles are called

] coarse particles, when their diameter is larger than 2.5 um
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. fine particles (or respirable particulate matter, RPM), when their
diameter is less than 2.5 um; fine particles can also be divided into
two modes: the nuclei mode, with diameter below 0.1 um, and the
accumulation mode, with diameter greater than 0.1 um

. inhalable particles (or inhalable particulate matter, IPM), when
their diameter is less than 10 um

Coarse particles are generally less important, since their large mass
causes fast gravitational removal from the ambient air, and are less harmful to
the human species, because they are easily removed by the upper respiratory
system. Fine particles are more important because of their adverse effects on
human health and visibility.

Particles in the atmosphere can also be classified, independently from
their size, as

. viable particles (such as pollen, fungi, bacteria, etc.)

J nonviable particles

1.3 POLLUTANT EMISSIONS

1.3.1 Primary Gaseous Pollutants

The primary gaseous emissions of air pollutants are the following (Urone,
from Stern, 1976 and 1986)

. sulfur compounds (e.g., SOz, HaS)

. nitrogen compounds (e.g., NO, NH3)

. carbon compounds (e.g., hydrocarbons HC, CO)

. halogen compounds (e.g, fluorides, chlorides, bromides)

1.3.2 Primary Particulate Matter

The primary particles in the atmosphere are

. air ions, with diameters much smaller than 0.1 um, formed, for
example, from solar and cosmic radiation, radioactive material and
combustion processes

o Aitken nuclei (i.e., particles smaller than 0.1 ym in diameter) and
fine particles between 0.1 and 2.5 um, formed by natural proc-
esses, such as sea spray and forest fires, and by industrial combus-
tion processes
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carbonaceous materials, made up of soot, including elemental car-
bon and organics

particles from automotive emissions, mostly lead in the form of
oxide, sulfate or bromochloride

particles containing light metals, such as sodium, magnesium, alu-
minum, silicon, potassium and calcium
particles containing heavy metals, such as titanium, vanadium,

chromium, manganese, iron, nickel, copper, zinc, arsenic and
selenium

large particles, such as dust and sand transported by wind, particu-
late matter from industrial activities, or rising dust from off-road
transportation

viable particles, such as pollen, micro-organisms, and insects

Also, since atmospheric particles are hygroscopic in nature, they acquire water to
equilibrate to a given humidity. :

The sources of particulate matter (Hidy, 1984) are:

extraterrestrial sources, which only slightly affect concentrations in
the planetary boundary layer, but contribute largely to the concen-
trations of extraterrestrial dust found above 30-40 km height.

sea salt emissions, generated by the oceans from breaking waves,
wind action on the wave crests, or bubbles of foam breaking on the
water surface

suspension of soil dust, from the action of wind or vehicles on
loose soil areas

volcanic eruptions

forest and brush fires

anthropogenic emissions, from combustion of fuel and waste, and
industrial activities

1.3.3 Radioactive Pollutants

Radioactivity is a primary air pollutant (Eisenbud, from Stern, 1976) from
both natural and anthropogenic sources. Natural radioactivity results from the
presence of radionuclides, which originate either from radioactive minerals in the
earth’s crust or from interaction of cosmic radiation with atmospheric gases.
Anthropogenic radioactive emissions originate from

nuclear reactors
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o the atomic energy industry (mining, milling, and reactor fuel fabri-
cation)

. nuclear or thermonuclear bomb explosions

. plants reprocessing spent reactor fuel

1.3.4 Secondary Gas Pollutants

Atmospheric chemical reactions (especially the photochemical ones) are
responsible for the transformation of primary pollutants into intermediate reac-
tion products (e.g., free radicals) and, finally, into stable end products, the sec-
ondary pollutants. The major gaseous secondary pollutants are

o NO,, formed from primary NO

o 03, formed via photochemical reactions

A more complete discussion on this subject is presented in Chapter 9.
1.3.5 Secondary Particulate Matter

Atmospheric chemical reactions (especially the photochemical ones) are
responsible for the transformation of primary and secondary gaseous pollutants
into secondary particles. The main known processes are

. the transformation of SO; into sulfates, SO3~
. the transformation of NO, into nitrates, NO3
] the transformation of organic compounds into organic particles

Secondary particulate matter consists mainly of fine particles (smaller
than 2.5 um), which are in the respirable range and have the potential to ad-
versely affect human health and visibility.

1.3.6 Global SO, and NO, Emissions

Sulfur emissions, mainly SO, have represented, and still represent, the
major and most common air pollution problem throughout the world. SO; emis-
sions are responsible for (1) the “London” winter-type smog, (2) several lethal
air pollution episodes, and (3) acidic deposition effects associated with sulfate
transport and deposition.

The worldwide use of coal and oil as combustion fuels, especially for
electric power production, is the major anthropogenic source of SO2. An initial
estimate of worldwide SO; emission was given by Robinson (from Strauss, 1972)
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as about 133 Tg a”'(*). Cullis and Hirschler (1980) gave a more complete evalu-
ation of the atmospheric sulfur emission budget and cycle. Their results are pre-
sented below.

The global atmospheric sulfur cycle is qualitatively described in
Figure 1-1. Cullis and Hirschler (1980) provided detailed estimates of the vari-
ous components of the cycle, as shown in Table 1-1, which gives the total annual
natural emissions of atmospheric sulfur (in Tg S a™") and Table 1-2, which pre-
sents the anthropogenic emissions of SO; from 1965 to 1976 (in Tg SO, a™%).

-——————————— Land

Transport

Ocegn +—m ™
Reduced Reduced Reduced

@
.
H,$,80,,80; SOZ S cpds 0,502 S cpds S0,,S07 SO, $0,,S02 S cpds

oot ? ! b

Volcanic Sea Biogenic Biogenic Fossil fuel Biogenic
emissions spray emissions, emissions, combustion, emissions,
smelting etc . vegetation
oceans Rain over coastal Dry ' Rainover Y9

areas .
oceans, other depositions

depositions

i

Figure 1-1.  The atmospheric sulfur cycle (from Cullis and Hirschler, 1 980). [Re-
printed with permission from Pergamon Press.]

(*)Tg a™' means 10'? grams per year.
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Table 1-2. Anthropogenic sulfur emissions (Tg SO; a™')* (from Cullis and
Hirschler, 1980; see this paper for the references mentioned in this
table). [Reprinted with permission from Pergamon Press.]

1965 1970 1974 1975 1976
Coal
Hard coal 714 (479) 7.5 (45.0) 811 (433) 85.5 (454) 88.1 (42.5)
Lignite 28.1 (189) 305 (17.7) 316 (169) 328 (174) 33.1 (16.0)
Coal coke 24 (1.6) 25 (15) 25 (13) 25 (13) 26 (1.2)
Subtotal 102.0 (68.5) 1104 (64.1) 1152 (61.5) 1208 (64.2) 123.8 (59.7)
Petroleum
Refining 57 (38) 68 (40) 58 (3.1 55 (29) 73 3.9
Motor spirit 03 (02) 04 (0.2) 05 (03) 05 (0.3) 06 (03)
Kerosene 02 (0.13) 0.1 (0.05) 0.1 (0.09) 0.1 (004) 0.1 (004)
Jet fuel 0.05 (0.03) 0.1 (0.06) 0.1 (0.06) 0.1 (0.06)
Distillate fuel oil 20 (13) 22 (13) 30 (16) 28 (19) 38 (1.8)
Residual fuel oil 203 (13.6) 298 (17.3) 374 (200) 343 (182) 458 (22.1)
Petroleum coke 04 (0.2) 04 (0.2) 05 (03) 06 (0.3)
Subtotal 285 (19.1) 396 (23.0) 472 (25.2) 438 (23.3) 58.3 (28.1)
Non-ferrous ores
Copper 129 @87 158 (92) 184 (9.8) 175 9.3 188 (9.1)
Lead L5 (10 1.7 (10) 1.6 (09) 1.5 (08) 1.6 (0.7)
Zinc 1.3 (09) 12 07 1.1 (06) 10 (05) 10 (0.5
Subtotal 15.7 (10.5) 188 (109) 211 (11.3) 200 (10.6) 214 (10.3)
Others
H,S0, 16 (1.1) 21 (12) 25 (13) 24 (13) 25 (12)
Pulp/paper 04 (02) 05 (03) 05 (03) 05 (03) 05 (02
Refuse 065 (04) 065 (0.4) 065 (0.3) 065 (0.3) 065 (0.3)
Sulphur 005 (0.04) 003 (0.02) 005 (0.03) 005 (0.03) 0.05 (0.02)
Subtotal 27 (18) 32 (19 37 (20 36 (19) 37 (18)
Total 148.9¢ 172.23 187.3 1882 207.2
*The figures in brackets represent percentages of the total.
+This is a previous value for coal, petroleum and non-ferrous ores (Robinson and Robbins, 1972), to which
emissions from other sources have been added.
{This may be compared with the value of 166 Tg SO, predicted for 1970 (Peterson and Junge, 1971).

The main conclusion is that, according to the 1976 estimates, the anthropogenic
emissions of sulfur are 104 Tg S a™', over 40 percent of all atmospheric sulfur
emissions, and are expected to exceed the natural emissions before the end of
the present century.

A recent reevaluation of SO, and NO, emissions (actually, only those
from fossil-fuel combustion) is provided by Hameed and Dignon, 1988), who
also reveal interesting trends in the geographical variations of these emissions
from 1966 to 1980. Through the calculations of two regression models, they pro-
vide the annual global emissions of SO, (in Tg S a™') that are shown in
Figure 1-2. These emissions, however, are approximately half of those estimated
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Figure 1-2. Annual global emissions of SO, from fossil-fuel combustion in Tg of S
estimated by Model 1 (upper curve) and Model 2 (lower curve) (from
Hameed and Dignon, 1988). [Reprinted with permission from
Pergamon Press.]

by Cullis and Hirschler (1980), a fact which evidences the uncertainties in these
difficult evaluations.

Hameed and Dignon (1988) also provide trends of NO, emissions from
fossil fuel combustion, which are summarized in Figure 1-3. Their regional
analysis also shows that, although the greatest rates of SO, and NO, emissions
occur in the northern midlatitudes, the greatest increases from 1966 to 1980 have
taken place in the tropics, a fact that is having dramatic consequences in the
deterioration of urban air quality in third world cities around the world.

1.3.7 Air Pollution Emissions and Air Quality Trends in the United States

Recent studies (e.g., U.S. EPA, 1980, 1985, and 1988) have provided de-
tailed information on air pollution emissions in the United States, which is gener-
ally not available for other countries. We summarize here some of the important
anthropogenic emission data and trends in the United States (from U.S. EPA,
1988).
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Figure 1-3.  Annual global emissions of NO, from fossil-fuel combustion in Tg of N
estimated by Model 1 (upper curve) and Model 2 (lower curve) (from
Hameed and Dignon, 1988). [Reprinted with permission from
Pergamon Press.]

° Particulate Matter

Annual average total suspended particulate (TSP) levels, which have been
measured at 1,435 locations, decreased 23 percent between 1977 and 1986, while
TSP emissions varied from 9 Tg a™' to 7 Tg a™’. In 1987, the U.S. EPA promul-
gated new standards for particulate matter using a new indicator, PMjo (i.e.,
inhalable particles with aerodynamic diameters smaller than 10 um), instead of
TSP. This new standard focuses on particles responsible for adverse health ef-
fects and, therefore, future U.S. EPA trends will be based on PM;, data, col-
lected by PMjo monitoring networks being deployed nationally.

° Sulfur Dioxide, SO,

Annual average SO; levels measured by 302 continuous monitors de-
creased 37 percent from 1977 to 1986. Emissions of SO; decreased from
27 Tg a™'in 1977 to 21 Tg a”" in 1986. Historic SO, emission data from 1900 to
1980 can be found in Gschwandtner et al. (1986) and trend analyses of monthly
§O; emissions are given by Lins (1987).
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° Carbon Monoxide, CO

The second highest non-overlapping 8-hour average CO concentrations
measured at 182 sites have shown a decrease of 32 percent between 1977 and
1986. This decrease is due to the implementation of pollution controls for mobile
sources. Emissions of CO varied from 82 Tg a™ in 1977 to 62 Tg a’! in 1986.

° Nitrogen Dioxide, NO;

Annual average NO; concentrations, measured at 111 sites, increased
from 1977 to 1979 and then generally decreased through 1986. Measurements in
1986 were 14 percent lower than the 1977 levels. The NO, emissions have shown
a similar trend, remaining in the range of 19-21 Tg a”. Los Angeles, California,
is now the only area in the United States that exceeds the annual air quality
standard (53 ppb). Historic NO, emission data from 1900 to 1980 can be found
in Gschwandtner et al. (1986).

° Ozone, O3

The composite average of the second highest daily maximum 1-hour
ozone values, recorded at 242 sites, decreased 21 percent from 1977 to 1986,
probably due to the combined decrease of NO, emissions and of volatile organic
compound (VOC) emissions, which declined from 24 Tg a'lin1977t0 19 Tga™
in 1986.

° Lead, Pb

The composite maximum quarterly average of ambient lead concentra-
tions, recorded at 82 urban sites, decreased 87 percent between 1977 and 1986,
while lead emissions decreased 94 percent (from 140 - 10® metric tons a™' to
8 - 103 metric tons a'l). This large decrease is mostly due to the reduction of the
lead content of leaded gasoline.

1.4 ADVERSE EFFECTS

A vast literature describes the adverse effects of atmospheric pollutants on
the environment and on ecology; e.g., Williamson (1973, Chapter 2), Stern
(1977a), National Research Council (1983, Chapter 1; for acidic deposition ef-
fects), and, especially, Stern (1986). The October 1988 issue of Atmospheric Envi-
ronment was dedicated to human exposure to air pollutants. Adverse effects in-
clude the following.
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o Odor

Ambient atmospheric pollutants can cause disturbing odors, characterized
by their quality and intensity. In particular, human beings have a low threshold
for sulfur-bearing compounds and these are, therefore, easily detected.

° Human Health Effects

Several adverse effects on human health have been identified, especially
respiratory effects (bronchitis, pulmonary emphysema and lung cancer). Some
pollutants (such as ozone) have possible mutagenic effects, while others have
shown carcinogenic effects (see Table 1-3). Pollutants also have synergistic ef-
fects, in which, for example, SO, damage to the human respiratory system can
be greatly enhanced by the presence of fine particles.

° Materials Damage

Pollutants damage materials and structures by abrasion, deposition/re-
moval, direct/indirect chemical attack and electrochemical corrosion (Tombach,
1982). Especially in the European countries, air pollution damage to artistic
buildings and materials (e.g., marble and statues) is significant. Table 1-4 gives
a summary of these effects.

] Ecological Damage

Vegetation shows clear damage due to ozone, sulfur dioxide, nitrogen di-
oxide, fluoride, peroxyacetic nitrate (PAN) and ethylene. Domestic and dairy
animals have suffered deleterious effects during several pollution episodes. Live-
stock damage has been occasioned by fluoride (from heavy chemical industry
emissions) and arsenic (e.g., from copper smelters).

° Meteorological Changes

On a larger scale, pollutants affect meteorological parameters, as illus-
trated in Table 1-5. Visibility is impaired by attenuation of solar radiation (urban
turbidity), NO, absorption of light and particle light scattering. For the latter,
small particles, with a size comparable to the wavelength of light (0.40 to
0.70 um), are the most effective.

L Effects of Acidic Deposition

Acidic deposition is a phenomenon in which acidic substances like H2SO0;,
HNO3, and HCI are brought to earth by dry and wet deposition. This deposition
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Table 1-3. Unit risk factors for analysis of inhalation exposure (adapted from the SCAQMD,
1988). These unit risk factors are those developed by the California Department of
Health Services for those substances identified as toxic air contaminants by the
California Air Resources Board. The unit risk factor is the probability that an indi-
vidual will contract cancer when exposed, through inhalation, to one pgim? of a sub-
stance over a lifetime (70 years). The weight of evidence classifications are: A, hu-
man carcinogen; B, probable human carcinogen (B, limited human evidence;
B2, sufficient animal evidence, but inadequate or no human evidence).

Unit Risk Factor
Substance CAS Number (ug/m®! and
Weight of Evidence
Acrylonitrile 107-13-1 6.8 x 1075 [B1]
Allyl Chloride 107-05-1 59x 109 [B2]
Arsenic 7440-38-2 43x 103 [A)
Asbestos 1332-21-4 ;2?&0‘(%: fibers/em’ [A]
Benzene 71-43-2 53x 103 [A]
Benzidene 92-87-5 6.7 x 102 [A]
Benzo(a)Pyrene 50-32-8 1.7 x 103 [B2]
Beryllium 7440-41-7 24x1073[B2]
Bis(2—chloroethyl)ether 111444 3.3x 104 [B2]
Bis(chloromethyl)ether 542-88-1 2.7[A]
1,3-Butadiene ' 106-99-0 6.7 x 1075 [B2]
Cadmium 7440-43-9 12x 102 [B1]
Carbon tetrachloride 56-23-5 4.2 x 107 [B2]
Chlorinated.dioxins and dibenzofurans 38 [B2]
(TCDD equivalent)
(C‘E‘;fy';;‘:c‘egiz;‘:;‘iii)l'z‘D‘cm°’°eﬂme 107-06-2 22 x10° [B2]
Chloroform 67-66-3 2.3x10°5[B2)
Chromium, hexavalent 7440-47-3 1.5x 101 [A]




Table 1-3 (continued)
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_ Unit Risk Factor
Substance CAS Number (ng/m3)! and
Weight of Evidence

Dichlorobenzidene 91-94-1 4.8 x 10 [B2)
2,4-Dinitrotoluene 121-14-2 1.9x 104 [B2]
Diphenylhydrazine 122-66-7 2.2 x 10%[B2]
Ethylene dibromide 106-93—4 7.2 x 1075 [B2]
Ethylene dichloride 107-06-2 22x 1079 [B2)
Epichlorohydrin 106-89-8 1.2 x 109 [B2]
Ethylene oxide 75-21-8 1.0x 10 [B1]
Formaldehyde 50-00-0 1.3x 1075 [B1]
Hexachlorobenzene 118-74-1 49x 10 [B2]
Hexachlorocyclohexane:

technical grade - 5.7x 104 [B2]

alpha isomer 319-84-6 7.6x 104 [B2]
Methylene chloride 75-09-2 4.1x 106 [B2]
Nickel:

refinery dust - 24x 104 [A]

subsulfide 0120-35-722 48x 104 [A]
Nitrosamines:

Dimethylnitrosamine 62-75-9 1.4x 102 [B2]

Diethylnitrosamine 55-18-5 43x 1072 [B2]

Dibutylnitrosamine 924-16-3 1.6 x 1073 [B2]
Phenols:

2,4,6-Trichlorophenol 88-06-2 5.7x 10 [B2]
Polychlorinated biphenyls 1336-36-3 1.2x 1073 [B2]
Trichloroethylene 79-01-6 1.3x 10 [B2]
Vinyl chloride 75-01-4 2.7x10°%[A)
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18 Chapter 1: The Problem - Air Pollution

Table 1-5.  Approximate minimum concentration thresholds of atmospheric
effects due to minor constituents (from Hobbs et al., 1974 as
reported by Robinson in Stern, 1977a). [Reprinted with permission
from Academic Press.]

Threshold
Volume
per unit
Species Effect volume of air kg/km? of air

Ice nuclei Cloud structure and precipitation 1018 10-¢
CCN Cloud structure and precipitation 10-1s 103
Aerosols Visibility and heating rates 1012 100
HCIl, H.SO, pH of rain 10-1 102
Aerosols pH of rain 10-10 102
NH; pH of rain 10-10 10!
SO: pH of rain 10-8 10!
NO. Visibility and heating rates 107 102
03 Heating rates 10-¢ 103

affects primary receptors (e.g., the surface of soil with no vegetation), secondary
receptors (e.g., soil underneath vegetation), and tertiary receptors (e.g., lakes
receiving water from runoff from the watershed). Lakes located in both North
America and Northern Europe are very sensitive to acid deposition because of
their limited buffering capacity. These lakes, when exposed to acid precipitation
pass through three stages (Havan, in Stern, 1986), as illustrated in Figure 1-4.
The first stage (bicarbonate lakes) is characterized by a steady decrease in the
acid-neutralizing (i.e., buffering) capacity. The second stage (transition lakes)
begins when the acid-neutralizing capacity is exausted and concentrations of sul-
fate and metals begin to increase. During the third and final stage (acid lakes),
the pH begins to stabilize. By this stage, however, acid-sensitive species have
been eliminated. Acidified lakes remain ideal for many recreational activities
except fishing.

® Effects of Carbon Dioxide, CO,

On a global scale, there is widespread concern that the increasing anthr-
opogenic CO, emissions from combustion processes, and the consequent global
increase of CO, concentrations, may increase the average temperature of the
earth, as illustrated in Table 1-6. Preindustrial (i.e., 1860) CO, levels are com-
monly thought to have been between 270 ppm and 290 ppm. The present levels
are about 330 to 340 ppm, with recent growth rates of more than 1 ppm per year.
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Figure 1-4.  Titration curve for a bicarbonate solution with an initial concentra-

tion of 100 uEq/liter (from Henriksen, 1980). [Reprinted with per-
mission from Pergamon Press.]

A range analysis for possible future growth of CO, ambient concentration is

presented in Figure 1-5. (See further discussion on the CO, problem in Chap-
ter 13).

° Effects on Stratospheric Ozone

Another possibly adverse effect on a global scale is the reduction of
stratospheric ozone caused by chlorofluorocarbons, which are stable in the tropo-
sphere but are photodissociated in the stratosphere. A reduction of stratospheric
ozone would decrease the efficiency of the present protective “blanket” that lim-
its the amount of ultraviolet solar radiation that reaches the earth’s surface. (See
further discussion on stratospheric ozone in Chapter 13).

1.5 AIR QUALITY LEGISLATION

Several countries in the world have established air pollution laws and
regulations and have implemented air quality and/or emission standards. The
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Table 1-6.  Estimated range of CO,-induced temperature rise (in °C) (from U.S.

EPA, 1980).
Low Latitude High Latitude
(0°-5°) Average (80°-90°)

Atmospheric CO, compared
to preindustrial levels (0] P (0] P (0] P
2x 0.8 2.4 1.5 2.9 3.6 i1
4x 1.9 4.8 2.9 5.8 7.5 18
6x 2.8 6.0 4.1 7.5 9.0 20

O = optimistic; P = pessimistic.

Source: Adapted from Markley, O.W., et al., jo—politi ioxi
] ' / jon, prepared for the U.S. Energy
Research and Development Administration, 1977, p. 35.

United States, in particular, has developed a large and complex body of air
quality laws directed toward the goals of progressive air quality improvement in
those regions characterized by unhealthy concentration levels and environmental
preservation in regions with clean air (especially the national parks in the West).
Moreover, the U.S. regulations have incorporated the use of several air quality
diffusion models as official regulatory tools (e.g., to be used for the authorization
of new emissions of air pollutants).

Air quality legislation (or lack of it) has affected the development of air
pollution modeling techniques in different countries. In the United States, the air
quality regulations, together with the existence of a free market typically oriented
toward consulting business activities, have created the proper conditions for the
development of “practical” techniques, sometimes very sophisticated ones, but
still based on methods that rely upon available data and limited computational
resources. In general, U.S. studies have benefited from public and private fund-
ing sources and have focused on specific problems with a clear goal-oriented
inclination.
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Figure 1-5. Atmospheric carbon dioxide concentrations — range analysis (from
U.S. EPA, 1980).

European studies and research activities in this field have been carried out
mainly by public organizations, i.e., universities and research centers. However,
research centers of private industries have also provided valuable contributions.
European research, performed without the pressure of specific legislative goal-
oriented objectives, has covered with success interesting and advanced topics.
These activities, however, have not yet finalized a set of transferable computer
packages like those in the United States.

In long-range transport problems, national legislation is not sufficient and
international rules and agreements need to be found. This seems to be a sensitive
issue in northeastern North America, where Canada is blaming the United States
for a large fraction of their acidic deposition, and in Europe, where many coun-
tries are blaming each other for the same issue. The Chernobyl accident has
shown everyone that air pollution, unlike people, can freely emigrate from one
country to another, and affect even countries like Italy, which many meteorolo-
gists believed well-protected by the Alpine mountain chain.



22 Chapter 1: The Problem - Air Pollution

In spite of progress in the last two decades toward economical and politi-
cal unity in Europe, common environmental legislation is still lacking. The recent
common trend of increasing the average height of industrial emissions (especially
in power plants) is certainly improving the near-field air quality, but is expand-
ing the effects of long-range transport and acidic deposition all over Europe. As
an example of this trend, Figure 1-6 shows that the strong reduction of low- and
medium-level SO; emissions in the United Kingdom has been associated with
almost a doubling of high-level SO; emissions during the same period, 1960 to
1980. In the absence of unified legislation, most countries may be tempted in the

High level emitters { aay Power stations
Refineries

] Other industry

Transport

Commercial / public services
Agricutture

Domestic

Medium level emitter

Low level emitters

High level

Emissions (10° tonnes)

Medium level

Low level
i

1960 1962 1964 1966 1968 1970 1972 1976 1976 1978 1980

Figure 1-6. Trends in UK sulphur dioxide emissions as a function of height of emission. Data
from Warren Spring Laboratory Reports, as presented by Henderson—Sellers
(1984). [Reprinted with permission from IOP Publishing, Ltd.]
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near future to continue increasing emission rates and release heights, thus
further increasing their pollution of neighboring nations. Joint European R&D
modeling efforts are expected, in the next few years, to provide legislators with
suggestions and recommendations for a unified set of European environmental
regulations.

Several articles and books have reviewed air quality legislation, especially
in the United States. Stern (1977b) presents the national and worldwide air qual-
ity management problems and air pollution standards (see, in particular, Heath
and Campbell in Stern, 1977b, for air pollution legislation and regulation).
Historical review of U.S. air quality laws can be found in Stern (1977c; 1982).
Controlled trading, which represents the most recent and, probably, innovative
development toward a “free market” approach for air pollution control, is also
discussed in U.S. EPA (1981)(*) and Ryan (1981). A review of air pollution
legislation and regulation in the European community is provided by
O’Riordan (1989).

(*) More information on recent EPA regulations can be obtained from Regulatory Reform
Staff, U.S. Environmental Protection Agency PM-223, Washington, D.C. 10460, U.S.A.;
telephone (202) 287-0750.
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THE TOOL - MATHEMATICAL
MODELING

Air quality modeling is an essential tool for most air pollution studies.
Models can be divided into

. physical models -- small scale, laboratory representations of the
phenomena (e.g., wind tunnel, water tank)

o mathematical models — a set of analytical/numerical algorithms
that describe the physical and chemical aspects of the problem

Physical models (Puttock, 1979; Willis and Deardorff, 1981; Mitsumoto
and Ueda, 1983; Alessio et al., 1983) have shown interesting results, illuminating
mechanisms and providing validation data to developers of mathematical models.
Physical models will not be discussed further in this book on mathematical
models. '

2.1 DETERMINISTIC VERSUS STATISTICAL MODELS
Mathematical models can be

. deterministic models, based on fundamental mathematical descrip-
tions of atmospheric processes, in which effects (i.e., air pollution)
are generated by causes (i.e., emissions)

. statistical models, based upon semiempirical statistical relations
among available data and measurements

An example of a deterministic model is a diffusion model, in which the
output (the concentration field) is computed from mathematical manipulations of
specified inputs (emission rates and atmospheric parameters such as dispersion
rates). An example of a statistical model is given by the forecast, in a gertain
region, of the concentration levels in the next few hours, as a statistical function
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of (1) the currently available measurements and (2) the past correlation between
these measurements and the concentration trends.(*)

Deterministic models are the most important ones for practical applica-
tions since, if properly calibrated and used, they provide an unambiguous, deter-
ministic source-receptor relationship. Such a relationship is the goal of any study
aiming either at improving ambient air quality or preserving the existing concen-
tration levels from future urban and industrial developments. In other words,
only a deterministic model can provide an unambiguous assessment of the frac-
tion of responsibility of each pollutant source to each receptor area, thus allowing
the definition and implementation of appropriate emission control strategies.

2.2 WHY AIR QUALITY MODELING?

Air quality models are a unique tool for (Seinfeld, 1975)

. establishing emission control legislation; i.e., determining the maxi-
mum allowable emission rates that will meet fixed air quality
standards

J evaluating proposed emission control techniques and strategies;

i.e., evaluating the impacts of future control

. selecting locations of future sources of pollutants, in order to mini-
mize their environmental impacts

J planning the control of air pollution episodes; i.e., defining imme-
diate intervention strategies, (i.e., warning systems and real-time
short-term emission reduction strategies) to avoid severe air pollu-
tion episodes in a certain region

. assessing responsibility for existing air pollution levels; i.e., evalu-
ating present source-receptor relationships

Figure 2-1 illustrates the elements of a comprehensive air pollution con-
trol strategy in a certain region.

It is important to clarify what air quality modeling is and what it is not.
Air quality modeling is an indispensable tool for all the above analyses. It is,

(*) The above distinction is not strict. Some diffusion models, for example, are based on
statistical diffusion theories and the performance of a statistical model is always improved
when some deterministic information is included in its structure. Mixed deterministic—
statistical methods are also available (see Chapter 12).
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Figure 2-1.  Elements of a comprehensive air pollution control strategy for a
region (from Seinfeld, 1975). [Reprinted with permission from
McGraw-Hill.]

however, only a tool. Modeling, like monitoring, is not the solution of the air
pollution problem, even though each is sometimes presented as such. Monitoring
and modeling studies constitute only a relatively inexpensive activity whose re-
sults, in the best case, provide useful information for possible future implementa-
tions of much more expensive emission reduction and control strategies.

It is also important to clarify the real role of modeling versus monitoring
efforts. It is not unusual to hear qualified scientists making statements such as
“Why do we need to model that? Let’s measure it; that's all we need,” “Models
do not work,” etc. These statements imply unscientific thinking. Science involves
the development of theories (or “models”) based on (1) the empirical interpreta-
tion of experimental data, (2) the generalization of experimental relationships, or
(3) pure speculative thinking subsequently confirmed by experimental results.
The advancement of science is not the consequence of monitoring activities, even
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though the collection of good, reliable experimental data is often (but not always)
a necessary (but not sufficient) condition to it.

The above concepts, which are well-established in most scientific circles,
are sometimes alien to the environmental community, where, for example, it is
commonly believed that environmental measurements are the “real world.” They
are not! Monitoring data are indispensable for inferring theories or parameters
and calibrating or validating computer simulation packages. Their spatial and
temporal resolution, however, is generally insufficient to qualify them as the real
world. Only a well-tested and well-calibrated simulation model can be a good
representation of the real world, its dynamics and its responses to perturbations.
Unfortunately, all over the world, huge investments and efforts are made to col-
lect data that too often remain unused on paper or computer tapes. Too often
these monitoring activities are not well coordinated with numerical modelers or
not followed by appropriate investment in computer analyses, interpretations and
modeling studies that are the logical and indispensable continuation of the initial
project. '

2.3 MODELING TOPICS

Simulation modeling techniques can be applied to all aspects of the air
pollution problem; i.e., (1) to evaluating emission rates, (2) to describing phe-
nomena that take place in the atmosphere, and (3) to quantifying adverse pollut-
ant effects (damage computation) in a certain region. In this book, only the sec-
ond modeling category will be extensively covered. This will include mathemati-
cal models for simulating

. atmospheric transport

. turbulent atmospheric diffusion

J atmospheric chemical and photochemical reactions
. ground deposition

Even with the above limitation, the problem remains formidable. A cor-
rect representation of these phenomena and their multimedia (i.e., air-water—
land) interactions requires several sets of equations, as illustrated schematically
in Figure 2-2. The situation is actually even more complex, because Figure 2-2
does not contain the chemical processes explicitly. Drake (1979) has discussed a
complete set of governing equations. Businger (in Nieuwstadt and van Dop,
1982) has given another important survey of equations and concepts in
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Figure 2-2.  Processes comprising weather, climate and the fate of pollutants
(from Drake, 1979). [Reprinted with permission from the Electric
Power Research Institute.]

atmospheric turbulence and air pollution, while Dutton (1976) and Pielke (1984)
have provided full discussion of meteorological equations and modeling. Seinfeld
(1986) and Finlayson-Pitts and Pitts (1986) discuss atmospheric chemistry in
great detail.
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2.4 SOME PRACTICAL CONSIDERATIONS

Practical application of deterministic air quality models requires

. analysis of the problem
J selection of the appropriate model(s)
. application of the selected model(s)

The analysis of the problem requires, as a minimum, the identification of

. the type of pollutant (reactive or nonreactive)

o the averaging time of interest (e.g., instantaneous concentrations,
for odor problems; one-hour averages, for short-term cases; or
annual averages, for long-term analyses)

. the characteristics of the domain (e.g., simple flat terrain cases or
complex orography)

. the computational limitations (e.g., simple assumptions or more
complex formulations, depending on the available computational
facilities)

Model selection should be performed by taking into account the above
factors, as illustrated in Figure 2-3.

Finally, the optimal application of a deterministic model for control strat-
egy analysis should incorporate its calibration and evaluation with local air qual-
ity monitoring data, in order to determine its applicability and minimize forecast-
ing errors, as illustrated in Figure 2-4. Only models that have been verified by
past data should be used for future forecasting. Calibration and evaluation are,
however, difficult in many cases, when sufficient air quality and meteorological
data are not available, and impossible in others, when, for example, models are
used to simulate the impacts of possible future new sources.

Since ideal model application conditions are seldom found, air quality
models are often used beyond their theoretical and practical limits of applicabil-
ity. It is, therefore, not surprising that several model validation studies (e.g.,
Reynolds et al., 1984a,b; Lewellen and Sykes, 1983; Ruff et al., 1984) have
shown unsatisfactory performance, especially when steady-state representations
are used to simulate complex, time-dependent atmospheric phenomena.

2.5 MODELING FROM A PHILOSOPHICAL STANDPOINT

Phenomena such as turbulent diffusion can be viewed as stochastic proc-
esses; i.e., processes whose dynamics are so complicated that they can only be
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treated as if they were affected by random components. Wyngaard (from
Nieuwstadt and van Dop, 1982) clarified this point by asking simple questions:
“Why is it necessary to model them [the equations of motion in the atmospheric
boundary layer] before solving them numerically? Why can’t we solve them di-
rectly on today’s large, fast computers?” The answer is provided by his length-
scale analysis of the atmospheric turbulent flow, showing that typical boundary
layer situations are associated with scales of turbulent motion from 300 m down
to 1 mm. Therefore, a numerical grid, for example on a 10 km x 10 km region,
would require about 10%° grid points to (hopefully) solve all fluctuations. More-
over, initial and time-varying boundary conditions should be exactly specified.
This task is clearly impossible at present.

Space- and time-averaging of boundary layer parameters have been con-
sidered to provide a valid practical solution, at least for large-scale meteorologi-
cal phenomena. However, the recent numerical and philosophical analysis of
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Lamb (1984) concludes that “due to a combination of our inability to quantify
the precise state of the atmosphere and its boundary and to the inherent instabil-
ity of atmospheric motion, not even large-scale meteorological phenomena can
be rendered deterministic.” He concludes that even a perfect model, using error-
free input data and observations, will provide predicted quantities that still differ
from the observed ones. Benarie (1987) provides additional interesting comments
on the limits of air pollution modeling. The newly developed theories of chaos
(Berge, 1984; Grebogi et al., 1987) seem promising for the understanding of
these limits.
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2.6 MODEL UNCERTAINTY

Air pollution models vary from simple methods, which possess only a few
parameters, to complex ones, characterized by a large number of parameters. As
illustrated in Figure 2-5, the larger the number of parameters, the lower the
“natural” (or “stochastic”) uncertainty associated with the model, and the
smaller the errors in the model’s representation of the physical reality. Unfortu-
nately, however, the larger the number of input parameters to be specified, the
larger the input data error. As indicated in Figure 2-5, there is an optimum
number of parameters that minimizes the total model uncertainty. This simple
interpretation explains why the performance of complex models is often equal or
inferior to that of simpler methodologies. Complex models work well only when
their extensive data input requirements are satisfied, which rarely occurs.

Attention must be paid to model evaluation efforts, whose results, because
of the considerations above, can be misleading. Complex models can, in fact,
because of their high number of parameters, be easily “tuned” or “calibrated” to
well fit available measurements. This process does not, however, assure that

r

Totel  Mogel UﬂCUM

Uncartainty

Number. n. of P, s in Model __J

Figure 2-5.  Optimal model application (from Hanna, 1989). [Reprinted with
permission from Gulf Publishing Co.]
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complex models perform better than simpler techniques, when applied on an
“indeppndent” data base (i.e., a data base different from the one used for model
calibration). In other words, complex models can fit the data better than simpler
techniques, but this does not necessarily indicate that complex models can fore-
cast better than simpler ones.

2.7 SHORT-RANGE AND LONG-RANGE PHENOMENA

t
A preliminary distinction between the different transport scales of air pol-
lution phenomena can be made as follows:

J near-field phenomena (<1 km from the source); e.g., downwash
effects of plume caused by building aerodynamics

J short-range transport (<10 km from the source); e.g., the area in
which the maximum ground-level impact of primary pollutants
from an elevated source is generally found

. intermediate transport (between 10 km and 100 km); e.g., the area
in which chemical reactions become important and must be taken
into account

. long-range (or regional or interstate) transport (>100 km); e.g., the
area in which large-scale meteorological effects and deposition and
transformation rates play key roles.

. global effects; i.e., phenomena affecting the entire earth atmos-
phere; e.g., CO, accumulation

Until fifteen years ago, short-range problems were the major field of in-
vestigation, due to the lack of information about long-range atmospheric chemis-
try and, especially, because of the relatively low height of the emission stacks, so
that pollutants were most noticeable only a few kilometers downwind. More-
over, calm, stagnant conditions were generally associated with the air pollution
episodes under investigation, thus further restricting the length scale of the prob-
lem.

Intermediate and long-range transport processes have received increasing
attention in recent years, especially due to the following factors: (1) acidic depo-
sition, (2) visibility degradation, and (3) U.S. environmental legislation, espe-
cially the Prevention of Significant Deterioration (PSD) doctrine. Also, the Cher-
nobyl accident has strongly enhanced the interest in long-range studies.
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In Europe, where the observed acidification of Scandinavian rivers and
lakes was the major starting point for the research in this field, many studies
have been performed to derive long-range numerical simulation models that bet-
ter fit available air quality and meteorological measurements. Among the first
studies were the OECD program on Long Range Transport of Air Pollutants
(Ottar, 1978) and the Cooperative Program for Monitoring and Evaluation of the
Long Range Transmission of Air Pollutants in Europe (EMEP, coordinated by the
U.N. Economic Commission for Europe).

Similar interest in long-range dispersion grew also in the United States,
primarily inspired by the acid rain problems in the northeastern United States
and Canada. Large data bases were collected to study this problem, e.g., the
Electric Power Research Institute (EPRI) Sulfate Regional Experiment, SURE
(Perhac, 1978; McNaughton, 1980), the U.S. Department of Energy Multistate
Atmospheric Power Production Pollution Study (MAP3S) precipitation chemistry
network (Dana, 1979), and the Canadian regional study (Whelpdale, from Pack
et al., 1978).

As a consequence of this new interest in long-range air pollution prob-
lems, the methodologies initially used for studying and simulating short-range
phenomena were expanded to simulate long-range cases. Although the two trans-
port situations obey the same physical laws, the following considerations indicate
that they require different treatment:

. The time scale of long-range transport is sufficiently large to pre-
clude using stationary homogeneous dispersion conditions. The en-
tire process evolves on a continuous nonstationary basis, where to-
tally different meteorological conditions affect the pollutant disper-
sion at each time. Consequently, only dynamic nonstationary dis-
persion models can generally be applied.

. Due to the time scale of long-range transport, factors like deposi-
tion and chemistry, which may not need to be taken into account
for short-range dispersion, become important.

. Horizontal diffusion can often be neglected when the emission in-
puts are distributed over a large-scale area, so that the concentra-
tion field is initially smoothed out. However, when an Eulerian grid
is chosen, the numerical error associated with the advection terms
becomes the key factor, especially for point sources. In fact, in
spite of the many numerical methods proposed for minimizing nu-
merical error, this remains the major problem for long-range trans-
port, since many advection steps are required to move pollutants
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from the emission points to the receptors, and each step
contributes to such error. (See Chapter 6 for further discussion on
this subject.)

J Vertical diffusion can often be neglected, assuming a homogeneous
mixing of pollutants in the entire boundary layer. Elevated plumes
during persistent stable conditions cannot always be treated this
way, however, as, for example, in the case described by Millan and
Chung (1977) where an elevated plume, trapped beneath the subsi-
dence inversion, was detected by a COSPEC remote sensor 400 km
from the source. However, even when homogeneous vertical mix-
ing is a reasonable assumption, the problem of understanding the
mass flux across a temperature inversion, which often can be sig-
nificantly higher than expected (Goodman and Miller, 1977), still
persists.

. Pollutants transported over a long range often impinge on complex
terrain, which generally enhances atmospheric dispersion. How-
ever, terrain complexities can sometimes create the opposite effect,
where valleys suffer poor ventilation with consequent trapping of
pollutants.

One of the major problems in modeling the long-range transport of air
pollutants is the determination of the correct trajectory of plumes, since incorrect
representations may carry pollutants tens or hundreds of kilometers from the
actual point of impact. Pack et al. (1978), in particular, showed that available
surface-based meteorological information is generally insufficient for a correct
trajectory computation, so that large errors can occur. Moreover, these errors are
not random but systematic, depending on the type of advection (cold or warm)
and the type of surface (land or sea). They proposed empirical trajectory adjust-
ments to fit existing measurements. Such adjustments require direction changes
up to 40 degrees and wind speed changes by up to a factor of two, which indi-
cates the gravity of the problem. Similar results have been obtained by Policastro
et al. (1986), which show poor correlation between tracer concentrations and
concentrations predicted by eight short-term long-range transport models, with
plume trajectory direction errors in the range of 20-45 degrees.

The above results illuminate the importance of gathering detailed, precise
wind information, both on the surface and aloft, for proper modeling treatment
of regional-scale transport; without precise wind information, even the best dis-
persion model will fail. Such information can be provided either by interpolation
of measurements or by application of numerical meteorological models, as dis-
cussed in Chapter 4.
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3 AIR POLLUTION METEOROLOGY

Most air pollution phenomena occur in the lower part of the atmosphere
called the planetary boundary layer, or PBL. The PBL (which is sometimes called
the friction layer) is defined as “the region in which the atmosphere experiences
surface effects through vertical exchanges of momentum, heat and moisture”

(Panofsky and Dutton, 1984).

The traditional approach is to divide the PBL vertically into various layers,
each characterized by different “scaling” parameters. Even in ideal conditions
(i.e., a horizontally homogeneous and clear PBL) this vertical differentiation by
layers is difficult, especially in the “stable” nighttime boundary layer, where,
however, some progress in understanding its structure has been made
(Nieuwstadt, 1984). The PBL can be divided into three major sublayers:

The layer near the ground up to the height of the roughness length
z,, whose typical values are presented in Table 3-1. This layer has
traditionally been referred to as a “laminar sublayer.” Actually, in
this layer molecular viscosity hardly plays a role and turbulent
fluxes still occur, except very close to the ground (e.g., 1 mm
above the ground) where the motion is primarily laminar. This lay-
er, up to the height z,, could be called the “roughness layer” and
defined as the region above the ground in which turbulence is inter-
mittent or not fully developed. (z, can also be interpreted as the
eddy size at the surface.)

The surface layer (SL) from z, to hs, where h; varies from about
10 m to 200 m. In this layer, the fluxes of momentum, heat and
moisture are assumed to be independent of height and the Coriolis
effect is generally negligible.

The transition (or Ekman) layer (TL) from A to z;, where z; varies
from about 100 m to 2 km. The top of the boundary layer z; is the
“lowest level in the atmosphere at which the ground surface no
longer influences the dependent variables through the turbulent
transfer of mass” (Pielke, 1984). In special situations, such as dur-
ing thunderstorms, the boundary layer can extend into the strato-
sphere (an atmospheric layer between about 10 km and 50 km
above the ground). Above z;, turbulence occurs only in shear
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Table 3-1.

Roughness length z, of different types of surface (from McRae et al.,

1982; numbers in parentheses refer to references in that publica-
tion). [Reprinted with permission from Pergamon Press.]
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layers (CAT, clear-air turbulence) and inside convective cumulus-
type clouds. The altitude z is often defined by the height of the
lowest temperature inversion, if one exists (Panofsky and Dutton,
1984).

The time-varying meteorological properties of each layer affect the dis-
persion of pollutants. Between z, and z;, turbulent phenomena prevail over
molecular phenomena, and the latter become negligible. Below z, and above z;,
turbulence is not fully developed and therefore molecular motion can play a role
in the transfer of mass and energy. Turbulence has strong mixing ability, since
its eddies (whose vertical sizes in the atmosphere vary from 1 mm to the size of
the PBL) are able to separate nearby parcels of air. As a result, its diffusion rates
are several orders of magnitude larger than those of molecular motion.

Among the major meteorological factors that affect air pollution phenom-
ena are

o The horizontal wind (speed and direction), which is generated by
the geostrophic wind component, i.e., the pressure gradient wind at
the top of the planetary boundary layer (Figure 3-1), and altered
by the contribution of terrain frictional forces (Figure 3-2) and the
effects of local meteorological winds, such as sea breezes (Fig-
ure 3-3), mountain/valley upslope/downslope winds (Figure 3-4)
and urban/rural circulations (Figure 3-5)

o The atmospheric stability; i.e., a simple way of categorizing the
turbulent status of the atmosphere, which affects the dilution rate
of pollutants (Figure 3-6)

. The elevation above the ground
. The strength of the elevated temperature inversion which limits z;
o The atmospheric vertical motion due to low/high pressure systems

(Figure 3-7) or complex terrain effects (hills, mountain ranges,
etc.)
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Figure 3-1. Air mass responding to a pressure-gradient force Fy is imagined to
accelerate initially from rest. Once it gains a velocity v, the Coriolis
force Fc deflects it until a force balance is reached in geostrophic
flow (from Williamson, 1973). [Reprinted with permission from Ad-
dison-Wesley.]
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Figure 3-2. Force balance between the pressure gradient force ¥y, the Coriolis
force Fc, and the frictional force Fr (Which must be directed opposite
to the wind velocity v) (from Williamson, 1973). [Reprinted with
permission from Addison-Wesley.]
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Figure 3-3.  Representative air circulation during a daytime sea breeze. The
dashed curves represent contours of uniform temperature (isotherms)
and the numbers give their respective temperatures in degrees Celsius
(from Williamson, 1973). [Reprinted with permission from Addison—
Wesley.] :

Figure 3-4.  Upslope daytime wind due to greater solar heating on the valley’s
side than in its center (left), and downslope nighttime wind due to
more rapid radiational cooling on the valley’s slope than in its center
(right). (Adapted from Stern et al., 1984.)[Reprinted with permis-
sion from Academic Press.]

Y

Figure 3-5.  Urban heat island with light regional wind (left) and urban plume
with moderate regional wind (right) (from Stern et al., 1984). [Re-
printed with permission from Academic Press.]
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ALTITUDE

TEMPERATURE PLUME SHAPE

Figure 3-6.

Vertical expansion of continuous plumes related to vertical tempera-
ture structure. The dashed lines correspond to the dry adiabatic

lapse rate for reference (from Stern et al., 1984). [Reprinted with
permission from Academic Press.]
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Figure 3-7.  Above: low level counterclockwise spiral of winds, which converge in
a cyclone in the Northern Hemisphere; the corresponding vertical
motion of the air is depicted at the right. Below: clockwise diverging
spiral of winds from an anticyclone in the Northern Hemisphere, the
vertically subsiding motion of the air is shown at the right (from
Williamson, 1973). [Reprinted with permission from Addison-
Wesley. ]
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The vertical and, to a lesser extent, horizontal dispersion properties of the
PBL are mainly characterized by

the PBL “stability” conditions (neutral, unstable or stable)
the PBL’s height z;

the depth h of the mixed layer (or mixing depth), which is the
thickness of the turbulent region next to the ground(*)

terrain and mesoscale phenomena, with low frequency and direc-
tional changes

Atmospheric stability can be characterized by several methods or parame-

ters, such as

empirical methods (such as the Pasquill scheme presented in
Table 3-2 or the Turner method in Table 3-3)

the flux Richardson number, Ry; i.e., the ratio of the rate of dissi-
pation (or production) of turbulence by buoyancy to the rate of
creation of turbulence by shear (R; < 0 for unstable conditions, = 0
for neutral, and > 0 for stable); the absolute value of Ry also indi-
cates the relative importance of convective to mechanical turbu-
lence

the gradient Richardson number, R; (related to R; but easier to
measure)

the Monin-Obukhov lengih, L (1/L < 0 for unstable conditions, =~ 0
for neutral, and > 0 for stable)

3.1 NEUTRAL CONDITIONS

Neutral conditions are characterized by the presence of an isentropic (or
adiabatic) vertical temperature profile in the PBL (i.e., AT/Az = 9.86 - 1073
deg/m in dry air, where T is the temperature and z the altitude). They typically
occur during daytime-nightime transitions, cloud overcasts, or with strong winds
(e.g., greater than 6 m/s at a 10-m elevation, where 10 m is the standard eleva-
tion recommended for surface wind monitoring).

(*) In neutral and unstable conditions, z;== h, while in stable conditions, where z; is the
thickness of the ground-based temperature inversion, h < z;, as discussed further below.
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Table 3-2.  Pasquill dispersion classes: A, very unstable; B, unstable; C, slightly
unstable; D, neutral; E, slightly unstable; F, stable; G, very stable
(from Dobbins, 1979; adapted from Pasquill, 1974). [Reprinted with
permission from John Wiley and Sons.]
|
-Surface Wind Speed (m/s)
Insolation/Cloud Cover <20 2to <3 3to <5 5to <6 =6
Strong Insolation A . A-B B C C
Day Moderate Insolation A-B B B-C C-D D
Slight Insolation B C C D D
Day
or Overcast D D D D D
Night
Thin overcast or
Night § >0.5 cloud cover — - E D D D
<04 cloud cover - F E D D
Notes: 1. Strong insolation corresponds to a solar elevation angle of 60° or more above
the horizon. Slight insolation corresponds to a solar elevation angle of 15°
to 35°.

2. Pollutants emitted under clear nighttime skies with winds less than 2.0 m/s,
more recently defined to be class G, may be subject to unsteady meandering
which renders the prediction of concentrations at downwind locations
unreliable.
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Table 3-3. Definition of Turner Classes: 1, very unstable; 2, unstable; 3, slightly
unstable; 4, neutral; 5, slightly stable; 6, stable; 7, very stable (from
Panofsky and Dutton, 1984). [Reprinted with permission from John
Wiley and Sons.)

Wind Speed Net Radiation Index
(knots) 4 3 2 1 0 -1 -2
0-1 1 1 2 3 4 6 7
2-3 1 2 2 3 4 6 7
4-5 1 2 3 4 4 5 ]
6 2 2 3 4 4 5 6
7 2 2 3 4 4 4 5
8-9 2 3 3 4 4 4 5
10 3 3 4 4 4 4 )
11 3 3 4 4 4 4 4
=12 3 4 4 4 4 4 4
Insolation
Solar Altitude (a) Insolation Class Number
60° <a Strong 4
35° <a< 60° Moderate 3
15° <a < 35° Weak 2
asl1s°® Very Weak 1

DEFINITIONS OF NET RADIATION INDEX

1. If the total cloud cover is 10/10 and the ceiling is less than 7000 ft, use net
radiation index equal to 0 (whether day or night).

2. For nighttime (between sunset and sunrise):
(a) If total cloud cover < 4/10, use net radiation index equal to —2.
(b) If total cloud cover > 4/10, use net radiation index equal to —1.

3. For daytime:
(a) Determine the insolation class number as a function of solar altitude

from Table 6.4.

(b) If total cloud cover < 5/10, set the net radiation index above equal to
the insolation class number.

(c) If cloud cover > 5/10, modify the insolation class number by the
following six steps.

(1) Ceiling < 7000 ft, subtract 2.

(2) Ceiling > 7000 ft but < 16,000 ft, subtract 1.

(3) Total cloud cover equals 10/10, subtract 1. (This will only apply to
ceilings > 7000 ft since cases with 10/10 coverage below 7000 ft
are considered in item 1 above.)

(4) If insolation class number has not been modified by steps (1), (2),
or (3) above, assume modified class number equal to insolation
class number.

(5) If modified insolation class number is less than 1, let it equal 1.

(6) Use the net radiation index in Table 6.4 corresponding to the
modified insolation class number.

Since urban areas do not become as stable in the lower layers as nonurban areas,
stability classes computed as 6 and 7 by this system are called class 5 in urban
areas.
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In neutral conditions (Panofsky and Dutton, 1984), the PBL’s height is
estimated (when no measurements of an elevated inversion are available) by

z; = h=const L (3-1)

f

where const = 0.15 to 0.25 and the friction velocity . and the Coriolis parameter
[ are

u. = (- w)? = j2(0)/0 (3-2)

f=2Q sing (3-3)

where 4’ and w' are the surface wind velocity fluctuations parallel to the mean
horizontal wind and vertical, respectively; 7(0) is the surface stress (also called
the downward flux of momentum along the main wind direction); @ is the air
density; Q is the earth’s rate of rotation (7.29 - 107° s71); and ¢ is the latitude.
The surface stress 7(0) is the ground-level value of the modulus of the horizontal
Reynolds stress tensor 7, which, according to the K-theory (in which the flux is
assumed to be proportional to the gradient), can be formulated as

5@ = kno o (3-4)

where K,, is the scalar eddy viscosity and u is the average horizontal wind vector.

Experimental studies show, however, that the actual z; is often lower than
the value predicted by Equation 3-1, since large-scale processes (e.g., air subsi-
dence during high-pressure situation) produce an elevated inversion layer whose
bottom elevation represents the actual z;.

3.2 UNSTABLE CONDITIONS

Unstable conditions are typical in the daytime with positive heat flux at
the ground (i.e., sunny conditions). In these conditions, 4 tends to be about
10 percent higher than the height of the bottom of the lowest elevated inversion,
since the lowest part of the inversion layer is often moderately turbulent due to
penetrating eddies from below and wind shear effects.
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When the height of the lowest elevated inversion is not known, a simple
equation for the daily time-variation of 4(t) can be derived from the heat energy
budget. In fact (Panofsky and Dutton, 1984), it is

AT,
Va-¥ = 70 (3-5)

where y, is the dry adiabatic lapse rate (s = 9.86 107 °C/m), y is the atmos-
pheric lapse rate (i.e., ¥ =-07/dz) at sunrise, and AT, is the surface tempera-
ture increase between the time t, (sunrise) and t. Also, conservation of heat
energy gives

¢, 0 h(t) AT,

> (3-6)

i e
to

where H is the surface heat flux, c, is the specific heat at constant pressure
(about 1,000 J deg™ kg™' for dry air), and @ is the air density. By combining
Equations 3-5 and 3-6, we obtain

Zdet 172

he) = ¢, 0 (a-7v)

(3-7)

which can be solved analytically or numerically if H(t) is specified.

In unstable conditions, Ry, R; and L are negative and -L is the height that
separates mainly mechanical turbulence below from mainly convective turbu-
lence above.

3.3 STABLE CONDITIONS

Stable conditions are typically encountered over land during clear nights
with weak winds. Under these conditions, a ground-based temperature inversion
is present and the temperature increases with height from z = 0 to z = z, the top
of the stable PBL. Mechanical turbulence, however, even though strongly attenu-
ated by the downward heat flux H (H < 0), creates a mixing layer from z = 0 to
z = h, where h can be much lower than z;. Monitoring by acoustic sounding
techniques is very useful for evaluating h under these conditions. If these meas-
urements are not available, the steady-state asymptotic value k,, of A(z) can be
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computed by the formula suggested by Zilitinkevich (see Businger and Arya,

1974).
U
heq = const /TL (3-8)

with const ~ 0.4 (Garratt, 1982).

Nighttime conditions are frequently characterized by multiple stable layers
aloft. This situation is difficult to parameterize, especially because the motion in
each layer is almost independent and large wind shear effects are, therefore,
encountered. Moreover, real equilibrium conditions are seldom found, which fur-
ther limits the applicability of Equation 3-8.

3.4 THE STRATIFICATION OF THE PBL

Recent studies have identified new intricacies in the regional differentia-
tion of the PBL, whose vertical structure is more complex than the simple three-
layer separation discussed at the beginning of this chapter. Holtslag and
Nieuwstadt (1986) provided a detailed discussion on the different scaling regions
of the PBL, a discussion which is summarized in Figure 3-8. The main layers
shown in. Figure 3-8 are discussed further below.

3.4.1 The Surface Layer

The vertical fluxes of heat and momentum in the PBL are typically large
at the surface and decrease to zero at z; . The lower part of the PBL is called the
surface layer (or constant-stress layer) and is defined as that layer above the
ground in which the vertical variation of the heat and momentum fluxes is negli-
gible (e.g., less than 10 percent). Panofsky and Dutton (1984) suggest that the
depth of the surface layer A; is

hs = h/10 (3-9)

which gives h; =~ 100 m in typical daytime unstable conditions (with 2 ~ 1,000
m) and A; < 10 m with typical nighttime stable conditions (where z; =~ 300 m,
but 2 < 100 m).

In the surface layer, since T does not vary with z, the wind direction is
constant (see Equation 3-4). Moreover, in the surface layer, the earth’s rotation
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Figure 3-8.  The scaling regions of the atmospheric boundary layer, shown as
Junction of the dimensionless height z/h and the stability parameter
h/L. When used to determine dispersion regions, the dimensionless
height is replaced by z;/h where z, is the source height (from Gryning
et al., 1987, adapted from Holtslag and Nieuwstadt, 1986). [Re-

printed. with permission from Pergamon Press.]

effects are assumed to be negligible. Surface layer meteorology and dispersion
rates have been satisfactorily explained by the similarity theory, which was first
developed by Monin and Obukhov (1954) and which is discussed in Section 3.6.
The advantage of this theory is that several atmospheric parameters, when nor-
malized using 4. and L, show a universal behavior that is a function only of z/L.

3.4.2 The Mixed Layer

During unstable conditions, most of the PBL (from z = -L to z = z;) is
characterized by dominant convective conditions that require a different scaling
from the one provided by the surface layer similarity theory (which is only valid
for z < 0.1 z;). This was provided by the mixed-layer scaling introduced by
Deardorff (1970), which uses z; as a length scale (instead of |L]), a new velocity
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scale w, instead of u., and a third scale, the temperature scale 6.. They are
defined by

- \1/3
P 0

where g is the acceleration due to gravity (9.806 m s72), T, is the surface tem-
perature, and

(3-11)

3.4.3 The Free Convection Layer

During unstable conditions, when z; is large enough, there is a region
in which both surface layer similarity and mixed-layer scaling are valid. This
layer, —-L < z< 0.1 z;, when present, is called the free convection layer.

3.4.4 The Stable Layer

A stable atmospheric boundary layer is common over land at night. Under
these conditions, h can vary from a few tens of meters with light winds to several
hundred meters with strong winds. Caughey et al. (1979) have proposed a stable
layer scaling using h as the length scale (as in the mixed layer) and «. as a
velocity scale (as in the similarity theory, since stable layer turbulence is me-
chanical and not convective).

Theoretical and experimental studies in the stable layer are complicated
by the fact that the nighttime boundary layer is usually not in equilibrium, and by
the effects of gravity waves (Panofsky and Dutton, 1984). A new “local scaling”
approach (Nieuwstadt, 1984) for the stable atmospheric boundary layer, which
uses a local (i.e., variable with z) Obukhov length A, is discussed in Section 3.7.

3.4.5 The Entrainment Interfacial Layer

Special studies and parameterizations of the entrainment interfacial layer,
defined as the layer between approximately 0.8 z; and 1.2 z;, have been per-
formed by Deardorff (1972), by Wyngaard et al. (1974) and, more recently and

comprehensively, by Wyngaard and LeMone (1980).
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3.5 SEMIEMPIRICAL ESTIMATES OF BOUNDARY LAYER
PARAMETERS

Meteorological measurements of boundary layer parameters are not often
available and, therefore, in most cases, the PBL parameters are not measured
directly but inferred from standard meteorological information available for the
study region.(*) In this section, semiempirical numerical methods and formula-
tions that allow estimation of PBL parameters are presented.

3.5.1 The PBL Height z;

The value z; is determined by the top of the ground-based nighttime in-
version (in stable conditions) or the bottom of the first elevated inversion (unsta-
ble conditions). In neutral conditions, z; can be computed by Equation 3-1, un-
less an elevated inversion is lower than this computed value (in which case z; is
the bottom of the elevated inversion). In unstable conditions, z; can be computed
by Equations 3-6 and 3-7. In stable conditions, z; can be approximated, at mid-
latitudes, by the value 2.4 - 10° 42/ (Venkatram, 1980).

3.5.2 The Mixing Height h

In neutral or unstable conditions, the mixing height 4 is ~ z; (or, accord-
ing to some, 10 percent greater than z;). In stable conditions, A can be approxi-
mated by Equation 3-8.

3.5.3 The Roughness Length z,

The parameter z, is generally a function of surface roughness only, even
though it may be affected by the wind speed (when the roughness elements bend
with the wind) and wind direction (when different terrain features surround the
region). It has also been suggested that an “effective” value of z, should increase
with height (Wilczak and Phillips, 1986). The value of z, can be obtained from
tables such as Table 3-1 or computed approximately as

2o =€/30 (3-12)

where € is the average height of the obstacles in the study area.

The roughness length can also be computed from wind profile measure-
ments. In fact, in purely mechanical turbulence (i.e., with strong winds), the

(*) See van Ulden and Holtslag (1985) for an outline of a meteorological preprocessor that is
capable of calculating the major PBL parameters that affect atmospheric dispersion from
routinely available measurements (and other special measurements, if available).
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average wind speed u shows a classical logarithmic wind profile for z > z,, which
is given by

u(z) =-L-;Cl In (zi) (3-13)

o

where k is the von Karman constant (=~ 0.40). Equation 3-13 is valid only for
uniform terrain. Even in nonuniform terrain, though, Equation 3-13 can be used
for representing the average u over large horizontal areas (Panofsky and Dutton,
1984). When the height of the large roughness elements (such as buildings and
vegetation) is much smaller than the height of wind observations, Equation 3-13

provides an immediate solution for z,, using two wind speed measurements u;
and u at different elevations z; and z;, respectively:

uz _In (22/2,) _
w I (@/z) (3-14)

When the roughness elements are not small, a displacement length d can
be defined (Panofsky and Dutton, 1984), which is typically 70 to 80 percent of
the height of the large roughness elements. In this case (see Figure 3-9), the
wind profile will be (for z > d)

u(z) =% In (Z ‘d) (3-15)

2o

which, again, allows the evaluation of z, from

uz _ In[(z2-d)/z) _
" Inli-d)/z] (3-16)

3.5.4 The Friction Velocity u.

During strong winds, the friction velocity #. can be computed from Equa-
tions 3-13 or 3-15 using z, and a single wind measurement u; = u(z;).

3.5.5 The Surface Stress 7 (0)

The surface stress 7 (0) can be estimated by Equation 3-2 using u..
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average tree tops 8

z= z°+d
4

Figure 3-9.  Example of wind profile above large roughness elements such as tree
(from Panofsky and Dutton, 1984). [Reprinted with permission froi
John Wiley and Sons.]

3.5.6 K, in the Neutral Surface Layer

From Equations 3-4 and 3-13, remembering the ¥(z) is constant in t
surface layer, the eddy viscosity K,, can be estimated in neutral conditions fron
single wind measurement by

= m (3_1

K
" In(z;/z,)
3.5.7 Monin-Obukhov Length L

The Monin-Obukhov length L is a parameter that characterizes the “s
bility” of the surface layer and is calculated from ground-level measurements
is computed from

we,oT _ ul z; __zfuy (3-1
kg H(1+0.07/B) =~ kw?(1+0.07/B) k
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where B is the Bowen ratio (i.e., the ratio of sensible to latent(*) surface heat
flux), which can be estimated by

_AT+0.01 Az

-1
2500 Ag (3-19)

where AT/Az is the temperature vertical gradient and Ag/Az is the specific verti-
cal humidity gradient (both at the surface).

L can also be estimated empirically as a function of the Turner class (see
Table 3-3) and z,, as illustrated in Figure 3-10. The empirical curves in

Figure 3-10 have been analytically fitted by Liu et al. (1976) and Irwin (1979)
using power law functions such as 1/L = az5. Table 3-4 provides the values of
the constants a and b.

Venkatram (1980) has proposed another empirical formulation for L (only
for stable nighttime conditions). It is

L=1.110% &2 (3-20)

3.5.8 The Surface Heat Flux H

The surface heat flux H is defined as
H = c, o wT (3-21)

where w' and T are the surface values of the fluctuating components of the
vertical wind and temperature, respectively. Using the gradient-theory (or K-the-
ory), in which the heat flux is proportional to the temperature gradient, we obtain

H@) = -Kycp 0 (3—: + yd) (3-22)

(*) The sensible heat flux is generally proportional to the vertical temperature gradient, while
the latent heat flux is the enthalpy flux of water vapor.
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Figure 3-10. Semiempirical relation between L, the Turner class andz, (from
Golder, 1972, as presented by Panofsky and Dutton, 1984). [Re-
printed with permission from John Wiley and Sons.]

Table 3-4. Coefficient a, b for the fitting of the curves in Figure 3-10 by

(IIL) = a2
Stability
Class a b

A -0.0875 -0.1029
B -0.03849 -0.1714
C -0.00807 -0.3049
D 0. 0.

E 0.00807 -0.3049
F 0.03849 -0.1714
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which allows an estimate of H at z, using surface values of ¢ and 97/dz (K, is
the coefficient of eddy heat conduction). Equation 3-22 can be rewritten as

H = - Kh 0 (E)z-o (3—23)

using the potential temperature 6 defined by
02) = T(2) + yaz (3-24)

3.5.9 The Velocity Scale w. in the Mixed Layer

The convective velocity scale w, is computed by

\1/3
w. = (——Cg’: ;jo) (3-25)
4

3.5.10 The Temperature Scale 6. in the Mixed Layer
The temperature scale 6. is computed by

H
Cp O W,

0. = -

(3-26)

3.5.11 The Richardson Numbers

The Richardson numbers are useful parameters for evaluating atmos-
pheric stability (stable, neutral and unstable conditions correspond to positive,
zero and negative Richardson numbers, respectively).

An approximate estimate of the gradient Richardson number R; can be
obtained (Businger, 1966; Pandolfo, 1966) by

R = z/L (3-27)
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in unstable conditions and

z/L
R R 3-2
1+ 5z/L (3-28)
in stable conditions.

A quantity easier to measure than R;, is the bulk Richardson number R,
given by

T,
R, - 82 8 (3-29)
T u?
which is related to R; by
R = % (3-30)

where r is the exponent of the power law

u@ = u (i) (3-31)

23

that best fits the wind profile. (The level z; is arbitrary.) A typical value of r in
flat terrain is 1/7, while in rough terrain r can be more than twice this value.

Finally, the relation between the flux Richardson number, Ry, and R; is
Ry = — R, (3-32)

3.5.12 The Variances of Wind Components

In standard meteorological notation (u parallel to the mean wind, v the
horizontal crosswind component, and w the vertical component) the horizontal
and vertical wind fluctuations are characterized by their “intensities” 0y, 0y, Oy;
i.e., the standard deviations of the instantaneous u, v, and w values, respectively.
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In neutral conditions, it can be assumed that

O, = QU. (3-33)
g, = bu. (3-34)
Oy = Cla (3-35)

with the following estimates of the constants in flat terrain (Panofsky and Dutton,
1984)

a = 239 + 0.03 (3-36)
b = 1.92 + 0.05 (3-37)
¢ = 125 £ 0.03 (3-38)

In rolling terrain, a and b are larger, but ¢ does not seem to change.

In the unstable surface layer, Panofsky et al. (1977a) recommend

2\1/3
0,(2) = 1.25u. (1—3-1?) (3-39)

which seems to work in both flat and rolling terrain. For large z in unstable
conditions, o, becomes independent of .. The limit of Equation 3-39 for large z
gives

_ gH:z _
o,(2) = 1.3 (cp 0 T) (3-40)

which fits several observations well.

In the entire PBL under unstable conditions, Wilczak and Phillips (1986)
obtained

% o {18 @ [1 - 091 G} (3-41)

*

which fits well both the measurements of Caughey and Palmer (1979) and the
laboratory experiments by Deardorff (1974). However, when they compare
Equation 3-41 with another set of data (26 days of data collected in the late
summers of 1982 and 1983 at the Boulder Atmospheric Observatory, BAO), they
obtain o, values that are too small (about 20 percent) in magnitude and that can
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be fitted, instead, by substituting the constant 2.5 for the constant 1.8 in
Equation 3-41.

In the surface layer, Panofsky et al. (1977b) suggest

2, \1/3
O, = 0, = Us 12—0.52- (3-42)

for stable and unstable (but not neutral) conditions.

In the entire PBL under unstable conditions, Wilczak and Phillips (1986)
suggest

1/2
Ju -:v’— =c {o.s [2 - (z/z,-)l/z] +0.3 (z/z,-)‘/z} (3-43)

where c is the surface value (z = 0) of 0,/w. or o,/w, (a typical value is c = 0.74).
3.5.13 Best Fit Estimates of PBL Parameters

Numerical algorithms have been developed that provide best fit estimates
of PBL parameters from a limited set of measurements. Similarity theory equa-
tions are generally used for these computations.

Nieuwstadt (1978) provided a numerical iterative method that, using aver-
age wind u(z) and temperature 0 (z) profiles, minimizes the difference between
measurements and theoretical values. This minimization gives a solution for 6.,
u., and, therefore, L. The method works better when z, is known. A second
method by Aloysius (1979) is, at least in theory, more powerful, since it allows
the evaluation of practically all PBL parameters (L, z,, 4., 6., H, R;) using a
single profile of either wind or temperature. Both methods have been success-
fully compared with field measurements.

3.6 SCALING IN THE SURFACE LAYER

The similarity theory (Monin and Obukhov, 1954) allows a valid param-
eterization of the surface layer. According to this theory (Panofsky and Dutton,
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1984), the nondimensional wind shear ¢n(z/L) is defined by

kz
dnlell) = - % (3-44)
where, in neutral conditions,
Pm = 1 (3-45)
in unstable conditions
¢m = (1 - 162/L)"V/4 (3-46)
or
¢m = (1 - 152z/L) /3 (3-47)
or
¢k - 15 (ZIL) @2 = 1 (3-48)
and in stable conditions
Om = 1+ 5zIL ' (3-49)

The average wind speed u can be obtained by integrating Equation 3-44, a
process that does not require the knowledge of the exact form of ¢, It is

u(z) = (u./k)In(z/2,) — Yp(z/L)] (3-50)

where ¥ is the universal function in the diabatic surface layer wind profile

z/L
Ynlell) = [11-gm@®1% (3-51)

Zo/L C

In neutral conditions

]
(=}

Ym (3-52)

while, in unstable conditions,
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Um = ln[(l ;xz) (%)z] - 2arctgx + m/2 (3-53)

with x = (1 - 16 z/L)'/4, and in stable conditions

Ym = -Sz/L (3-54)

In an analogous way, the nondimensional temperature gradient ¢(z/L) is
defined as

kz 90 (3-55)

¢h=71 9z

where 0 is the potential temperature defined by Equation 3-24 and 7, is the
temperature scaling parameter

- - o (3-56)
In neutral conditions
¢n = 1 (3-57)
while in unstable conditions
¢n = (1-162/L)7/? (3-58)
or
¢n = 0.74 (1-9 2/L)/? (3-59)
and in stable conditions
on = 1+ 52/ (3-60) .
or
¢ = 0.74 + 4.7 z/L (3-61)

Again, the integration of Equation 3-55 gives the value of # at a certain
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elevation z, i.e.,

6() - 6z0) = (. /K) [Inalz,) - ya(iL)] (3-62)
where
zIL dC
v = [[1-g0] = (3-63)
zo/L c

is the universal function in diabatic surface layer temperature profile.
In neutral conditions

(3-64)

]
S

Yh
while in unstable conditions
ya = 21In[0.5 (1+,/1-16 zIL)) (3-65)
and in stable conditions
Yp = =52z/IL . (3-66)

The same concepts apply to other scalars; e.g., the specific humidity gq.
We just replace c,T with ¢ and obtain

9(2) -9@o) = (9./k)[In(2/zo) - yq(2/L)] (3-67)

where the scaling parameter for the scalar g is

- .2 _
0. = - (3-68)

which is analogous to Equation 3-56, using the vertical flux Q of the scalar g
instead of the heat flux H. It is still not clear how to define ;. At present, it

seems best to assume ¥, = ¥, (Panofsky and Dutton, 1984).
The standard deviation of the vertical wind velocity can be scaled by

0'w/um = ¢3(Z/L) (3_69)
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In neutral conditions
¢s = const = 1.25 %+ 0.03 (3-70)
and in unstable conditions
@3 = 1.25 (1-3 z/L)'/? (3-71)

while in stable conditions the large scatter of the data points has not yet allowed
a clear interpolation.

The standard deviations of the horizontal wind velocity are scaled by

$1(z:/L) (3-72)
¢2(z:/L) (3-73)

and are independent of height. In neutral conditions they are constant

Ouf U

Uv/u:

¢ = 2.39 + 0.03 (3-74)

¢2

while in stable or unstable conditions (Panofsky etal., 1977a) they vary with
z; /L, i.e.,

1.92 % 0.05 (3-75)

¢1 = ¢ = (12-0.5z/L)'/ (3-76)
The standard deviation of a scalar (e.g., q) is scaled by

0g/q. = ¢o(2/L) (3-77)

where ¢ is the normalized g,. Again, experimental data in stable conditions
present too large a scatter. But in unstable conditions

¢o = const (z/L)*/3 (3-78)
with (Hogstrom and Hogstrom, 1974)
const = 1.04 £ 0.13 (3-79)

The above formulations have been successful only in flat terrain cases.
Similar scaling approaches have been proposed for other layers in the PBL, but
have not yet shown the same success.
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3.7 SCALING IN OTHER LAYERS OF THE PBL

Parameterizations of the viscous sublayer near the ground (for z < z,)
have been proposed by Zilitinkevich (1970) and Deardorff (1974). Deardorff
(1974) has also provided a parameterization of the mixing layer (from A, to z;),
which seems very realistic when the variation of z; with time is strongly influ-
enced by surface heating (Pielke and Mahrer, 1975). Accordingly, o, can be
scaled by

ou/w. = f(z/z;) (3-80)
where the function f seems to be proportional to (z/z;)'/>.

Internal boundary layers are generated when air advects over heterogene-
ous surfaces. In these cases, at upper levels, turbulence is characteristic of the
original surface, while, at lower levels, it is a function of the new surface. The
interface between these two regimes (e.g., stable above and unstable below, or
vice versa) is called the internal boundary layer. Deardorff and Peterson (1980)
and Deardorff (1981) give a tentative parameterization of such horizontally non-
homogeneous boundary layers. Further discussion of internal boundary layer
phenomena is provided by Hunt and Simpson (1982).

New insight on the stable atmospheric boundary layer has recently been
provided by the “local scaling” approach (Nieuwstadt, 1984), in which a local
(i.e., variable with z) Obukhov length A is defined as

13/2(2)

8 =7,
k=wél(
SWEE)
where T is the temperature and w’, 8 are the fluctuations of vertical wind veloc-
ity and potential temperature (see Section 3.5.8), respectively. The profiles 7(z),
w'0'(z) and A(z) can be expressed by the power laws

A@) = (3-81)

1(2)/7(0) = (1-z/R)™ (3-82)
wo(z2)/ wo (0) = (1-2z/h)*™ (3-83)
AQ@)/L = (1-z/h)* (3-84)

where h is the mean mixing height.

The above scheme was not justified theoretically, but seems to provide a
convenient approximation, even though it is in contradiction with local scaling
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(Holtslag and Nieuwstadt, 1986). In spite of this problem, in horizontally homo-
geneous and steady conditions, Nieuwstadt (1984) derived a; = 3/2, az = 1 and
as = 5/ 4

Finally, the new “local similarity” theory by Sorbjan (1986 and 1988)
must be mentioned. Sorbjan (1986) generalized the Monin-Obukhov (1954) simi-
larity theory to the region above the surface layer and provided universal func-
tions, in agreement with empirical data, for the stable and convective regimes.
This extension of the similarity theory, however, is valid only in the lower half of
the mixed layer. Sorbjan (1988) presented new hypotheses with new similarity
functions that generalize local scaling for the entire mixed layer in convective
(i.e., unstable) conditions.
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METEOROLOGICAL MODELING

Meteorological models are developed for two purposes:

J to understand local, regional, or global meteorological phenomena

. to provide the meteorological input required by air pollution diffu-
sion models

In both cases, the analytical and numerical techniques are similar. In this book,
we will focus our attention on the second group of meteorological models; i.e.,
on those techniques used as a “pre-processor” of available meteorological infor-
mation in order to prepare the proper input to air quality diffusion models.

Pielke (1984) provides a thorough review of mesoscale (i.e., from a few
kilometers to several hundred kilometers) meteorological modeling techniques.
His book also presents, in Appendix B, a summary of the organizations active in
prognostic numerical mesoscale modeling in 1983 and a list of existing mesos-
cale models, with a description of their major characteristics. Available diagnos-
tic and prognostic models are discussed by Haney et al. (1989).

Meteorological models can be divided into two categories:

J physical models —— physical small-scale models of atmospheric
motion (e.g., wind tunnels)

J mathematical models — a set of analysis techniques (algebraic and
calculus-based) for solving a certain subset of meteorological
equations

Mathematical models can be

o analytical models, in which exact analytical solutions are obtained

. numerical models, in which approximate numerical solutions are
found using numerical integration techniques

In this book, we will discuss only numerical models, currently the most powerful
and promising tools for both meteorological and air quality simulation studies.



74 Chapter 4: Meteorological Modeling
Numerical meteorological models can be divided into two groups:

. diagnostic models; i.e., models that are based on available mete-
orological measurements and contain no time-tendency terms

. prognostic models; i.e., models with full time-dependent equations

Both approaches are discussed below. It must be noted that diagnostic
models, even though they include little physics in their calculations, have the
important advantage of being able to incorporate information gathered from
available measurements. Actually, their performance is strongly dependent upon
the density of meteorological measurements in the simulation region: the higher
the number of stations, the better the performance of the model. Prognostic mod-
els, instead, do incorporate meteorological physics, but cannot use available data
to modify their forecasts, even though “nudging” techniques have been proposed
(e.g., Hoke and Anthes, 1976) to incorporate observations to a certain extent.
One of the major future challenges of meteorological modeling for air quality
applications is the proper linkage of diagnostic and prognostic methodologies, to
take advantage of the best features of both approaches (e.g., by using the Kal-
man filtering techniques discussed in Chapter 12).

4.1 DIAGNOSTIC MODELS

Diagnostic models are based on objective analysis of available meteoro-
logical data. Their outputs are three-dimensional fields of meteorological pa-
rameters derived by appropriate interpolation and extrapolation of available me-
teorological measurements. They are diagnostic because they cannot be used to
forecast the meteorological evolution, but simply provide a best estimate of a
steady-state (or quasi steady-state) condition.

They have been used frequently for evaluating mass-consistent flow fields
in complex terrain (e.g., Anderson, 1971; Danard, 1977; Dickerson, 1978,
Tesche and Yocke, 1978; Sherman, 1978; Liu and Yocke, 1980; Patnack et al.,
1983; Mass and Dempsey, 1985). Ludwig and Bird (1980), in particular, devel-
oped a mass—consistent method based on principal component analysis that
seems quite cost-effective. These mass-consistent flow calculations give satisfac-
tory results (Pielke, 1984) when

J the terrain represents the dominant forcing term
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o sufficient meteorological input measurements are available

Figure 4-1 shows an example of diagnostic model output.
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FIGURE 4-1. Reconstructed wind fields in the Athens basin at a height of 10 m AGL
for 0200, 0800, 1400 and 2000 LST 26 June 1982 (from

Moussiopoulos and Flassak, 1986). [Reprinted with permission from
the American Meteorological Society.]
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Several diagnostic computer packages are discussed below.
4.1.1 IBMAQ-2

The IBMAQ-2 program (Shir and Shieh, 1974) estimates three-
dimensional wind vectors at each point in the computational domain using the
following computational steps:

. An initial-guess wind vector is estimated at each grid point from
the nearest available observation station.

. These initial values are corrected by recomputing, at each grid
point, the wind components as weighted averages of their values at
the adjacent grid points. A weighting factor proportional to 1 /rtis
used, where r is the distance between grid points.

. Each subsequent wind estimate uses the four nearest adjacent grid
points.

4.1.2 NEWEST

The NEWEST subroutine of the IMPACT code (Tran and Sklarew, 1979)
provides three-dimensional fields of stability and wind. Stability measurements
are interpolated using weighting factors proportional to 1/r* and wind measure-
ments are interpolated using weighting factors proportional to 1/r?, where the
r values are the distances between the grid point at which the interpolation is
made and the measurement points. The wind field is then adjusted by a numeri-
cal cycle that makes the wind velocity fields mass-consistent. Finally, thermal
drainage effects (i.e., daytime upslope and nighttime downslope winds) are in-
cluded by adding a vertical wind component wp, where

- 1/2
wp = const (—ITGT—GTAl) (4-1)

in which T; is the ground temperature on the slope and T, is the ambient tem-
perature at the same location.

4.1.3 NOABL

The NOABL package (Phillips and Traci, 1978) provides an accurate rep-
resentation of the terrain by a vertical coordinate transformation in which the
lowest coordinate is conformal to the terrain surface. Figure 4-2 illustrates this
coordinate transformation, from the (x,z) space to the (x,0) space.
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FIGURE 4-2. Terrain coordinate transformation o = % where p is the pres-

sure, p. is the constant pressure at the top of the domain, and p; is
the variable surface pressure (from Phillips and Traci, 1978). [Re-
printed with permission from Science Applications, Inc.]
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4.1.4 MASCON

The MASCON model (Dickerson, 1978) is based on variational calculus
techniques, which are used to adjust the observed horizontal fluxes so they sat-
isfy the continuity equation (similar to the MATHEW model described below).

4.1.5 MATHEW

The MATHEW model (Sherman, 1978; Rodriguez et al., 1982) produces
an average, minimally adjusted three-dimensional wind field, according to the
variational analysis formalism described by the integral function

E@,v,w,2) = jv [@3 u-uo)?+ a2 (v-vo)2+a% (w-w,)? +
(4-2)
A(du/ax + av/dy + ow/az)] dx dy dz

where u(x,y,z), v(x,y,z) and w(x,y,z) are the adjusted wind components calculated
by the model; u,(xy,2), vo(x,y,2) and w,(x,y,x) are the wind observations;
A (x,y,z) is the Lagrangian multiplier; and a;, a; and as are the Gauss precision
moduli (which are related to the observational errors). The above integral is
applied throughout the entire computational domain.

The solution u, v, w is found by minimizing E in Equation 4-2; i.e., by a
combined minimization of both the difference between observed and adjusted
components and the wind divergence. This minimization gives a formula for u, v,
w and a differential equation for A, which can be solved if proper boundary
conditions are provided.

4.1.6 Terrain Adjustment With the Poisson Equation

The objective analysis method of Goodin et al. (1980) performs the fol-
lowing numerical steps:

1. The surface wind field is computed by interpolating wind measure-
ments with a weighting factor proportional to 1/r%.

2. The wind is adjusted to the terrain by solving the Poisson equation

Vo = y(ry) (4-3)

where ¢ is the wind velocity potential and ¢ is a forcing function
based on the thickness of the PBL and terrain elevation gradients.
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3. Upper level winds are interpolated in a terrain-following coordi-
nate system (such as in Figure 4-2), using a weighting factor pro-
portional to 1/r and a five-point filter.

4. Iterations are performed until the maximum divergence of the in-
terpolated wind fields is reduced to an acceptable level.

4.1.7 Mass Consistent Wind Generation by Linear Combination of a Limited
Number of Solutions

Most of the above wind generation schemes provide solutions that are
linear combinations of the input data. A method by Ludwig and Bird (1980)
combines the solutions for several linearly independent data sets in an appropri-
ate way to obtain the solution for any arbitrary input. This is performed by prin-
cipal component analysis, using normalized eigen-vectors.

4.1.8 The ATMOSI1 Code

The ATMOS1 model (Davis et al., 1984; King and Bunker, 1984) calcu-
lates wind fields with the use of a mass conservation error minimization principle
that employs available observations. It provides a three-dimensional wind field
using terrain—following coordinates and an expanded vertical grid system that
insures resolution near the surface where the drainage flow occurs and where
pollutants are normally concentrated.

4.1.9 The Moussiopoulos-Flassak Model

Moussiopoulos and Flassak (1986) developed a mass-consistent model for
the calculation of wind velocity fields over complex orography. Velocities are
adjusted by solving a three-dimensional elliptic differential equation transformed
to a terrain-following coordinate system. One important peculiarity of this model
is the full vectorization of its algorithms, which optimizes running time on array
processing computers. This model was refined by Moussiopoulos et al. (1988) by
improving its numerical algorithms and accounting for atmospheric stability. The
model has been applied to reconstruct wind fields, in the basin of Athens,
Greece.

4.1.10 The MINERVE Code

MINERVE (Geai, 1987) is a mass-consistent wind field model that re-
duces the divergence by an iterative procedure that may take into account atmos-
pheric stability. The code was developed by the Electricite’ de France.
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4.1.11 The Objective Analysis Based on the Cressman Interpolation Method

Fruehauf et al. (1988) developed a computer code for the objective analy-
sis of a two-dimensional field. This code automates the use of a successive
corrections method that interpolates data from irregularly spaced points to a
regularly spaced grid. The program was implemented in a IBM personal com-
puter and contains isopleth analysis routines for standard meteorological fields
such as temperature.

4.1.12 The DWM Code

The DWM code (Douglas and Kessler, 1988) is based on the conserva-
tion-of-mass equation. The model incorporates local surface and upper air ob-
servations, when available, and provides some information on terrain-generated
airflows in regions where local observations are absent. The model is formulated
in terrain-following coordinates and uses a two-step procedure to generate a
gridded wind field. In Step 1, a domain-mean wind is adjusted for terrain effects,
(e.g., lifting and acceleration of the airflow over terrain obstacles, thermody-
namically generated slope flows and blocking effects). In Step ‘2, an objective
analysis procedure is applied in which the observations are used within a user-
specified radius of influence. This Step 2 procedure consists of interpolation,
smoothing, calculation of vertical-velocity field and minimization of the three-
dimensional divergence.

42 PROGNOSTIC MODELS

Meteorological prognostic models are used to forecast the time evolution
of the atmospheric system through the space-time integration of the equations of
conservation of mass, heat, motion, water, and if necessary, other substances
such as gases and aerosols. The following governing equations have been derived
by Pielke (1984):

% _ _y. _
2 - -V (4-4)
B _v-Vo+S, (4-5)
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= = "V VV-(@/0Vp-gk-22xV (4-6)
a:t" = -V+Vg, + 8, n =123 (4-7)

where

@ is the density of the air
V is the wind vector (u,v,w)
0 is the potential temperature

So represents the sources and siu:ks of heat (i.e., freezing/melting, condensa-
tion/evaporation, deposition/sublimation, exothermic/endothermic chemi-
cal reactions, net radiative flux convergence/divergence, dissipation of ki-
netic energy by molecular motion)

p is the pressure
g is the acceleration of gravity
Q is the earth’s angular velocity

gn is the density of the various forms of water (solid, n = 1; liquid, n = 2; and
vapor, n = 3)

Sq, is the source-sink term for g, due to phase change and chemical reac-
tions, where the latter is generally negligible (Sqlz freezing/melting, depo-
sition/sublimation, fallout from above/to below; S, : melting/freezing,
condensation/evaporation, fallout from above/to below, Sq evaporation/
condensation, sublimation/deposition)

(The symbol V is the gradient operator, V- is the divergence, X is the vector
cross product, k is the unit vector along the positive z-axis, and - indi-
cates the scalar product)

Equation 4-4 is the conservation of mass or continuity equation. Equation
4-5 is the conservation of heat derived by assuming the air to behave like an
ideal gas and to be in local thermodynamic equilibrium. (It is derived from the
first law of thermodynamics and the ideal gas law in a form that includes the
contribution of water vapor.) Equation 4-6 is the conservation of motion, accord-
ing to Newton’s second law and contains two external forces, i.e., the pressure
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gradient force and the gravity force (which includes, as usual, the earth’s cen-
tripetal acceleration) and the apparent Coriolis force. Equation 4-6 does not in-
clude the internal forces that would be required to take into account the dissipa-
tion of momentum by molecular motions. Finally, Equation 4-7 is the conserva-
tion of water (solid, liquid and vapor).

Three additional equations — the definition of potential temperature, the
ideal gas law, and the definition of virtual temperature —— complete the above
set:

0 = T, (100/pnp)Re/r (4-8)
p = 0 Rd Tv (4_9)
T, = T (1+0.61 g3) (4-10)

where T, is the virtual temperature, p,;, is the pressure expressed in mb, Ry is
the dry gas constant of the atmosphere (R; = 287 J K™ kg™?), and c, is the spe-
cific heat of the air at constant pressure.

The conservation equations, 4-4 through 4-7, together with the latter
three equations, 4-8 through 4-10, form a set of 11 simultaneous nonlinear par-
tial differential equations in 11 dependent variables: ¢, 6, T, T, p, V, and g,.
The independent variables are the time t and the spatial coordinates x, y, and z.

To be completed, the above set of equations should include conservation
relations for other atmospheric chemical species besides water, e.g., gaseous ma-
terials, such as sulfur dioxide, and aerosols, such as sulfates and nitrates. How-
ever, the simultaneous solution of both meteorological equations and transport,
diffusion, chemical and deposition equations, represent a formidable problem. It
is commonly assumed that the concentrations of primary and secondary atmos-
pheric pollutants do not affect the meteorology. Consequently, prognostic mete-
orological models can be generally applied and can run independently from dis-
persion models.

Meteorological prognostic modeling aims at finding the solution of the
above 11 equations or a subset of them. However, they must be modified and
simplified to be solved. For practical applications, these equations are never used
in the form shown above. Actual numerical simulations, in fact, require that the
11 variables and the sink-source terms be averaged in space, over grid volumes,
and in time, over a computational interval At. Grid volume averaging is com-
monly performed using the Reynolds assumption, in which each variable a is
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decomposed into an average term plus a subgrid perturbation (i.e., a =@+a’'),
where the average of the subgrid perturbation is assumed to be zero (i.e.,
a’ = 0). This process, however, creates new additional variables, in the form of
average subgrid scale fluxes. This phenomenon is called the “closure” problem.

For example, Reynolds averaging of Equation 4-6 generates new terms,
because of the nonzero correlations among the components of V’, the subgrid
perturbation of V. And Equation 4-5 generates new cross correlation terms be-
tween @', the subgrid perturbation of 6, and the components of V’. Usually these
new variables (or turbulent fluxes) cannot be defined in terms of basic observa-
tion principles and, therefore, solutions are found only through semiempirical
assumptions. The simplest assumption is the so-called K-theory (or gradient the-
ory), which relates these fluxes to the gradients of the average variables through
proportionality terms called eddy coefficients. (Closure and K-theory are dis-
cussed in more detail in Chapter 6 in the context of transport and diffusion of an
atmospheric pollutant.)

To reduce, modify or simplify the above equation, scale analysis is often
used. Scale analysis (the method that determines the relative importance of the
individual terms in the conservation relations; Pielke, 1984) is a major tool for
identifying and eliminating terms whose contribution can be considered negligi-
ble for a certain range of applications. Scale analysis allows, in particular, the
definition of the shallow convection form of the continuity equation (or incom-
pressibility assumption)

ou ov ow
fded) _ — =0 4—
ox ¥ ay ¥ 9z (“4-11)

the hydrostatic equation (derived from the vertical component of Equation 4-6
for the atmosphere at rest)

ap

£ = - 4-12

" (4 (4-12)
and the evaluation of the geostrophic wind (ug, V)

Uy = — — (4-13)

s (4-14)
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which is generally used as a boundary condition at the top of the computational
domain.

Further modifications and simplifications of the conservation equations
are obtained using averaging techniques and assumptions such as:

. Different parameterizations of the subgrid scale correlation terms,
i.e, the turbulence fluxes (a solution to the closure problem)

. The Boussinesq approximations, in which pressure, density and
temperature are expressed as the sum of equilibrium values plus a
small correction due to atmospheric motion (in practice, the Bous-
sinesq approximations assume that the temporal variations of the
density can be neglected, except in the vertical component of
Equation 4-6). These approximations lead to considerable simplifi-
cations (Seinfeld, 1986), including Equation 4-11.

. A simplified density-weighted mesoscale scalar vorticity, instead of
the full vorticity equation in tensor form (Pielke, 1984)

Various sets of simplified equations can be derived from the above scale
analyses and averaging processes. Each set, however, must be used with a clear
understanding of its physical limitations with respect to the original group of
equations 4-4 through 4-10.

Each set of simplified equations represents a group of simultaneous non-
linear partial differential equations. The nonlinearity is given by the presence of
products of dependent variables and is one of the major obstacles to obtaining
exact (i.e., analytical) solutions.

Linearization techniques, e.g. harmonic (Fourier) analysis, have been
used (Pielke, 1984) to derive approximate sets of linear equations, consequently
allowing, under certain simplifying assumptions, the identification of their ana-
lytical solution. In the past, these methods represented the only possible analysis
tools, in spite of their limitations and shortcomings. Today’s fast computers allow
the evaluation of approximate solutions (i.e., numerical solutions) of a set of
nonlinear equations and, therefore, represent the best tool in this field.

Numerical solutions can be computed using the following techniques:

o finite difference schemes

. spectral techniques
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. pseudo-spectral methods

o finite elements

. interpolation schemes

o boundary element methods
. particle models

Numerical solutions depend strongly on boundary conditions and initial
values; thus, when using numerical methods, special care must be taken to cor-
rectly initialize all meteorological variables in the computational domain and to
correctly define the time-varying physics at the boundaries.

Several prognostic meteorological models have been developed. Unfortu-
nately, however, most of them are complex research tools whose correct use
requires the active involvement of their developers. A comprehensive list of
mesoscale numerical models and their characteristics is presented in Appendix B
of Pielke (1984). Additional information can be found in reviews of available
mesoscale models prepared by Pielke (1988) and Haney et al. (1989).

Among these studies, the development of four advanced meteorological
models has been particularly important for air quality applications: 1) the three-
dimensional URBMET vorticity-mode model developed by Bornstein et al.
(1987); 2) the primitive equation-mode model NMM (Numerical Mesoscale
Model) developed by Pielke et al. (1983); 3) the three-dimensional hydrody-
namic model HOTMAC (Higher Order Turbulence Model for Atmospheric Cir-
culations) by Yamada (1985) and Yamada and Bunker (1988); and 4) the NCAR/
PSU/SUNY model, which is used in the Regional Atmospheric Deposition Model
(RADM) (Chang et al., 1987). All four models have been linked with dispersion
models: URBMET and the NCAR model have been linked with K-theory grid
models, while Pielke’s model and HOTMAC are linked with Lagrangian particle
simulation codes (see Section 8) (Pielke’s model is also linked with the Urban
Airshed Model discussed in Section 14.1.1).

4.2.1 The URBMET Model

The URBMET model introduces the stream function and three-
dimensional vorticity vector into the equation of conservation of motion 4-6. A
few assumptions allow Equation 4-6 to be simplified and applied to the upper
portion of the PBL, more precisely the portion above the surface layer. These

assumptions are (Bornstein et al., 1985):
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. The atmosphere is Boussinesq. In practice, this assumption allows
us to ignore temperature-induced density fluctuations in the hori-
zontal terms of Equation 4-6 and produces the incompressible form
of the continuity equation.

. The atmosphere is hydrostatic. Consequently, vertical velocities
must be computed for conservation of mass.

o Turbulence can be described by eddy coefficients, and horizontal
diffusion is characterized by a constant eddy diffusivity.

o Mean thermodynamic and dynamic variables can be defined as the
sum of several parts (constant synoptic forcing plus spatial and
temporal variations arising only from mesoscale motions).

With the above assumptions, the three components of Equation 4-6 be-
come

ﬁl_l__’- o(uu) . a(vu) . a(wu) __1 dpu

ot Tar oy Tz g U

4-15
o2 (1, 38, g, )
az\'™az) ™M ax? 8y
ﬂ+ a(uv) . a(w) N a(wv) . 1 opm fu-uy
ot ox ay 0z Q0a Oy (4-16)
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R
where
0. is the density (constant volume average)
Py is the mesoscale atmospheric pressure
fis the Coriolis parameter defined by Equation 3-3

ug, vy are the geostrophic wind components defined by Equations 4-13
and 4-14
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Ky is the vertical momentum eddy transfer coefficient

K5 is the horizontal momentum eddy transfer coefficient

We can relate the velocity V = (¥,v,w) to the stream function vector
Y= (¢’ -y, 0) by

V=VxWw (4-18)
Consequently, we obtain

e (4-19)

0z
y o 92 (4-20)

0z
w = -(a—"’ + ﬂ’i) (4-21)

ox ay

and, by introducing the relative vorticity vector (§, n, {), we obtain

ov ow ov

= — - — = e 4-
§ 0z ay 0z (4-22)
ou ow ou
= — - — = — 4-23
n 0z ox 0z ( )
ov ou
s o (4-24)

where the last equalities in Equations 4-22 and 4-23 are valid for a hydrostatic
PBL.

Further manipulation allows the derivation of the following vorticity equa-
tions for horizontal motion

o o) o(E) oawb) u av
o ax oy oz *%"’(f"a)

(4-25)
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o _ oGy dvm) dwm) . v E(f— B_u)
o ox ay 0z ay ay
(4-26)
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With appropriate boundary and initial conditions, Equations 4-19, 4-20,
4-21, 4-22, 4-23, 4-25, and 4-26 are solved in the URBMET model, thus pro-
viding the dynamics of V without solving the primitive Equations 4-15, 4-16
and 4-17.

4.2.2 The NMM Model and the ARAMS System

Pielke et al. (1983) developed the NMM model to provide reliable mesos-
cale meteorological simulations in regions of complex orographies (coastal zones
and complex terrain). The model simulates three-dimensional circulations with
horizontal grid intervals from 1 km to 10 km. The model, a primitive equation
model assuming an incompressible, hydrostatic and noncondensing atmosphere,
which has been in widespread use by a number of investigators during the 1980s,
performed reasonably well in simulating basic sea breeze circulations and other
topographically generated mesoscale flow regimes. Model evaluation has been
encouraging (e.g., Segal and Pielke, 1981; and Pielke and Mahrer, 1978).

During 1987-88, a major effort was launched to unify the original
“Pielke” model with the nonhydrostatic cloud scale model developed at Colorado
State University by Professor William Cotton. The combined Pielke-Cotton
model (called ARAMS) greatly expands the range and sophistication of the simu-
lations possible using a mesoscale numerical model.

The Advanced Regional Atmospheric Modeling System (ARAMS) is a
generalized, comprehensive and flexible numerical weather prediction system. It
is the commercial, tested and documented version of the Colorado State Univer-
sity mesoscale model. The model has evolved over a 15-year period and repre-
sents the blending of three different models (two hydrostatic models and a non-
hydrostatic cloud model).

ARAMS has the ability to address specific areas of concern by using a
two-way interactive nesting scheme between the fine grid and the next coarser
grid. The number of grid nests and grid levels in ARAMS is limited only by
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computer constraints. This allows maximum resolution in the area of coastlines,
sea breeze fronts and steep terrain. The grid nesting allows one to use a large
enough grid size to resolve large-scale (synoptic) features while also nesting to a
level in which smaller scale forcing (sea breezes, mountain upslope flows, etc.)
can be resolved. ARAMS contains options ranging from different initialization
schemes to a variety of cloud microphysical parameterizations. Some of the op-
tions may be changed between nests. A partial listing of model options includes

. spatial dimension: one-, two-, or three-dimensional

. forecast duration: several hours to five days

U variable horizontal and vertical domains

. multiple nested grids

. horizontal grid sizes: 100 + km to as small as 50 meters
J vertical levels: up to 38

o finite differencing (two schemes)

. turbulent closure (three schemes)

. hydrostatic or nonhydrostatic

. variable coordinate systems: telescoping, interactive, nested
. cloud microphysics (four schemes)

. precipitation parameterization (five schemes)

. radiation schemes (three short wave, two long wave)

. surface temperature (four schemes)

. lateral boundary conditions (three schemes)

U topography: flat or with terrain

. use: uniform or variable

o sea surface temperature: uniform or variable

] upper boundary conditions (five schemes)

. initialization (five schemes)

4.2.3 The HOTMAC Model

The HOTMAC model was originally developed by Yamada (1978 and
1985) and further improved by Yamada and Bunker (1988), who added a “nested
grid” capability and improved the simulation of the morning transition by includ-
ing the effects of shadows produced by the terrain. The unique characteristic of
this model is its treatment of turbulence by a second-moment turbulence-closure
assumption. The model uses a terrain-following vertical coordinate and
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integrates its partial differential equations by using the ADI (alternating direction
implicit) method and a time increment that satisfies the Courant-Friedrich-Lewy

criteria.
4.2.4 The NCAR/PSU/SUNY Model

The NCAR/PSU/SUNY model (Chang et al., 1987; Seigneur, 1988; Lewel-
len et al., 1989) is an hydrostatic primitive-equation model that is used to simu-
late the meteorological fields in the central and eastern United States for acid
deposition calculation. The code is capable of simulating cyclogenesis, low-level
jets, land-sea breezes, forced airflow over rough terrain, frontal circulation, and
mesoscale convective systems.

4.2.5 Non-Hydrostatic Models

The hydrostatic assumption of Equation 4-12 is commonly used in mete-
orological models. Models that do not use this simplification are called non-
hydrostatic and require the solution of the vertical equation of motion and a
prognostic or diagnostic equation for pressure. These models demand enormous
computational efforts and, therefore, their past and current application has been
limited.

Pielke (1984) has shown that, when the hydrostatic assumption is used in
meteorological models with terrain-following coordinate systems, the terrain
slope must be much less than 45° (e.g., 5°) to assure a correct representation.
Also, many studies concluded (Fast and Takle, 1988) that nonhydrostatic effects
generally become more important in neutral conditions or when the horizontal
length scale is smaller than 1-3 km.

Few nonhydrostatic models are available (e.g., Clark, 1977, Tapp and
White, 1976) and require large computational resources. Quasi-nonhydrostatic
assumptions can be used, however, to simulate flow over simple terrain features.
For example, Fast and Takle (1988) derived a parameterization of the non-
hydrostatic pressure and incorporated it into an hydrostatic model. Tests show
that this approach is able to reproduce many of the terrain-induced characteris-
tics that the hydrostatic model failed to simulate.
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PLUME RISE

In most cases, pollutants injected into ambient air possess a higher tem-
perature than the surrounding air. Most industrial pollutants, moreover, are emit-
ted from smokestacks or chimneys and therefore possess an initial vertical
momentum. Both factors (thermal buoyancy and vertical momentum) contribute
to increasing the average height of the plume above that of the smokestack. This
process terminates when the plume’s initial buoyancy is lost by mixing with
ambient air.

The physical consequence of the above phenomenon is generally quanti-
fied by a single parameter, the plume rise Ak, defined as the vertical displace-
ment of the plume in this initial dispersion phase. Several studies have provided
semiempirical formulae for evaluating Ak (e.g., Briggs, 1975); others have pro-
vided more complex and comprehensive descriptions of the several physical in-
teractions between the plume and the ambient air (e.g., Golay, 1982).

5.1 SEMIEMPIRICAL Ah FORMULATIONS

A review of the available semiempirical formulations for computing Ah
(and its variation with the downwind distance from the source) is presented by
Strom (see Stern, 1976) and Hanna et al. (1982). Many equations for A% have
the following form

Ah(x) = const Q% x° u¢ (5-1

where a, b, c are constants, x is the downwind distance, and u is the wind speed
at z;, the source height. @, is the heat emission rate of the source and is given by

Qh = Qm Cp (Ts - Ta) (5—2)
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where c, is the specific heat at constant pressure, T; is the gas exit temperature,
T, is the ambient temperature at z;, and O, is the total mass emission rate given
by

On = OsWIEvs (5-3)

where g is the density of the total emission, s is the exit radius (or the equiva-
lent radius r, = /A/x , for a noncircular exit with area A), and V; is the vertical
exit speed.

Among the various schemes, the Briggs (1969) method is one of the most
widely known. That method defines the buoyancy flux parameter Fj, by

F, = gviri (I,-To)/Ts (5-4)
and the critical downwind distance x* by
x* = 216 F2° 22° (5-5)
for z; < 305 m, and
x* = 67FY° (5-6)

for z; > 305 m, where z; is the source height. The critical distance x* separates
the two stages of the plume rise, as discussed below.

For x < x*, the plume rise behaves, for all atmospheric stabilities, ac-
cording to the “2/3 law,” i.e., following the formula

AR(x) = const Fi/? umt x2/3 (5-7)

with const between 1.6 and 1.8, with a suggested value of 1.6 (Briggs, 1972). For
x > x*, where ambient atmospheric turbulence plays a dominant role, the plume
rise formula becomes, for all atmospheric stabilities,

1/3 1.4 2 16x 11 ( x | 4x )?
Ah(x) = 1.6 w522 [g’fsz* v (S s (5-8)

Subsequently, Briggs (1975) improved the equations for final rise due to
turbulence by parameterizing atmospheric turbulence and using appropriate
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physical quantities (., w., heat flux, and height above the ground). He provided
separate formulae for mechanically and convectively induced turbulence. This
new formulation was used by Turner (1985) as discussed below.

Other formulations have been proposed by Holland (1953), Brummage
(1966), Bringfelt (1969), Fay et al. (1970), Carpenter et al. (1971), and many
others.

The above equations are used for buoyant plumes; i.e., when T; > T, . Jets
(i.e., nonbuoyant plumes with Ty ~ T;) can also be treated by similar equations.
For example, according to Briggs (1969), the plume rise of a jet is

Ah(x) = 23R u?x/3 (5-9)
where the momentum flux parameter Fy, is

V2 r? (5-10)

S
]
o
b
(]
&
S~
0
I

where the last equality in Equation 5-10 is valid for emissions with mass density
©s similar to the air density ¢ . The final rise of a jet in stable conditions is given
(Briggs, 1975) by

Ah = 2.6 (Fy/us)/? (5-11)
where s is the stability parameter defined below.

In calm conditions (i.e., u less than 1 m s™'), the above formulae cannot
be used. In these situations, Briggs (1975) suggests the following equations for
the final plume rise in stable conditions:

Ah = 5.0 F/% g-3/8 (5-12)
for buoyant plumes, and

Ah = 4.0 FY* s-1/a (5-13)
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for jets, where s is the stability parameter
8
s = = — 5-14
. (5-14)

and 0 is the potential temperature.

Briggs’s formulae have been incorporated into most of the U.S. EPA mod-
els described in Section 14.1. These formulae represent a reasonable compro-
mise between accuracy and simplicity, even though, according to many (e.g.,
Henderson-Sellers and Allen, 1985), they may tend to overestimate the plume
rise at large distances downwind.

Turner (1985) used the Briggs (1975) formulae and proposed a general-
ized routine that calculates both plume rise and partial penetration of the plume
into the layer above the mixing height. This routine assumes that meteorological
data (temperature and wind speed) are available by layers and that the mixing
height h and the potential temperature gradient 8/9z above the mixing height
are known. The method is based on the following computational steps.

1. Calculation of f, the stack tip downwash correction factor, with the method
of Bjorklund and Bowers (1982). The parameter f is computed by first
evaluating the Froude number F,

V2

2 8Ts (Tb - Ta)/Ta (5-15)

F, =

Then, if F, < 3, f = 1; otherwise (F, > 3) we have the following cases:
- ifvizgu
Ah=0 (5-16)
and no further plume rise calculations are required
- ifv>15u
f=1 (5-17a)

- ifu<v<lsu

f=3s-u)/v (5-17b)

2. Calculation of the final plume rise Ah by layers. If the plume rise exceeds
the top of a layer, computations are repeated for the next layer above



5.1 Semiempirical Ak Formulations 99

using the residual plume buoyancy. Computations are made using formu-
lae similar to those by Briggs described above.

3. Calculation of the actual final plume rise Ah’
AR = fAh (5-18)
to incorporate stack tip downwash effects when f < 1.

4. Incorporation of plume penetration of the mixing height by decreasing the
emission rate Q and further adjusting the plume rise. More specifically,
the bottom b, and the top ¢, of the plume are computed by

b, = z; + 0.5 An’ (5-19)
and
ty = z + 1.5 AR (5-20)

If the bottom of the plume is higher than the mixing height (i.e., b, > h),
Q is set equal to 0, since the plume is assumed to make no contribution
inside the mixing layer and to remain trapped in the stable layer above it.
Otherwise, if b, < h and ¢, > A, only a fraction of the plume has remained
inside the mixing layer. In this case, the plume rise is further corrected as

AR = h _sz -z (5-21)

and the emission rate Q is substituted with an effective rate of f'Q, where

h-b,
"= 5-22
;e (5-22)
in order to exclude the fraction (1 - f’) of the plume which has perforated
the mixing height A.

This plume rise/partial penetration technique provides a computationally
simple solution for engineering calculations. However, the problem of correctly
modeling partial penetration is still wide open. Turner’s plume rise routine de-
scribed above has been incorporated into the AVACTA II package (Zannetti et
al., 1986) as a user option and into the Urban Airshed Model described in

Section 14.1.1.
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5.2 ADVANCED PLUME RISE MODELS

The semiempirical formulations presented in the previous section have
shown, on several occasions, a great degree of uncertainty. Additional methods
have been proposed that provide, at least in theory, a better physical representa-
tion of the two basic phenomena (see Figure 5-1) related to the plume rise:

1. The vertical increase of the plume centerline.

2. The entrainment of ambient air into the plume and its consequent horizon-
tal and vertical spreading.

Briggs (1975) tabulated the characteristics of 22 “basic” plume rise mod-
els and many more have been developed since then. It is hopeless to review them
all. Brief considerations of some of them are presented below.

The integral plume rise model of Schatzmann (1979) allows a numerical
solution of the equations of the conservation of mass, momentum, concentration
and thermal energy. This method seems particularly effective (at least close to
the source), since it does not use the common Boussinesq approximation and,
therefore, allows the treatment of jet flow with density greatly different from that
of ambient air. This model, however, fails to account for the inertia of “effective
mass” outside the plume, seems to contain an unrealistic drag term, and shows
problems in the mass conservation equation (Briggs, personal communication).

URERRRRY
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Figure 5-1. Schematic representation of plume rise and entrainment phenomena
(from Schatzmann, 1979). [Reprinted with permission from Pergamon
Press.]



5.2 Advanced Plume Rise Models 101

Golay (1982) has proposed an even more complex approach, a differential
entrainment model. It is able to simulate bent-over plumes in complicated verti-
cal atmospheric structures by numerically integrating the conservation equations
of mass, momentum, heat, water vapor, liquid water, and the two equations for
the turbulent kinetic energy and eddy viscosity in the form presented by Stuh-
miller (1974). The major limitation of Golay’s approach is the detailed meteoro-
logical information that is required; i.e., the vertical profiles of wind speed, vir-
tual potential temperature, relative humidity, turbulence kinetic energy, and tur-
bulent viscosity.

Glendening et al. (1984) have proposed a simpler approach, which nu-
merically integrates the conservation equations, using, however, several simplify-
ing assumptions (the plume is axisymmetric and the three-dimensionality of the
plume is ignored).

Henderson-Sellers (1987) has developed a comprehensive model that en-
compasses both plume rise and pollutant dispersion within a single numerical
model formulation. Results are expressed in terms of centerline trajectories,
entrainment velocities, rates of spread and ground-level concentrations. The
model is also applicable to cases of nonuniform wind and temperature fields as
well as to urban terrain. The model has been implemented into an advanced
software package (called PRISE) that can run on the IBM PC or compatibles. The
code calculates all the phases of the plume (rising, bending over, and [quasi-]
equilibrium dispersion) in one continuous formulation.

Probably the most promising technique for the simulation of buoyant
plumes in unstable conditions is large eddy simulation (see Section 6.5.2).
Nieuwstadt and de Valk (1987) applied such a model to a line source, in which
buoyancy was added by increasing the temperature of the source with respect to
the ambient temperature. Further work in this direction was performed by van
Haren and Nieuwstadt (1989), who obtained reasonable agreement between the
output of the large eddy simulation model and the field experiments of Carras
and Williams (1984). These large eddy simulation results allow differentiation
between the fraction of plume motion caused by convective turbulence and that
caused by plume buoyancy. The latter does not seem to obey Briggs’ 2/3 law.

Another advanced and computationally-intensive procedure is the Stack
Exhaust Model (SEM) developed by Sykes et al. (1989). The SEM model is the
most detailed member of a hierarchy of atmospheric models developed for the
Electric Power Research Institute (EPRI). This model uses state-of-the-art turbu-
lent simulation techniques in an effort to simulate the initial phase of the plume,
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including its buoyant rise and bending-over phase. SEM uses the Reynolds-
averaged Navier-Stokes equations, ‘under the assumption of an incompressible,
Boussinesq fluid. These equations are solved numerically using second-order
finite-difference techniques. The model generally provides steady-state solutions,
although it is capable of simulating time-dependent flows.

5.3 SPECIAL CASES

Some special plume rise situations have been investigated and, some-
times, special ad-hoc formulae have been provided. Three cases, in particular,
need to be mentioned: the plume rise from multiple sources, the partial perfora-
tion of an elevated inversion by a plume, and the plume rise from stacks with
scrubbers. These cases are discussed briefly below.

5.3.1 Multiple Sources

Briggs (1975) provided a semiempirical formulation for determining the
plume rise from several similar stacks close to each other. Anfossi et al. (1978)
and Anfossi (1985) developed and tested a virtual stack concept that allows two
or more adjacent sources of different heights and emissions to be merged. In
general, interactions among adjacent sources produce an enhancement of their
plume rise. Multiple source models are also reviewed by Briggs (1984).

5.3.2 Inversion Partial Penetration

Plume buoyancy is often large enough to allow plumes to perforate, or
partially penetrate, an elevated temperature inversion layer (see Figure 5-2). The
evaluation of this effect is often critical, especially during daytime conditions
when a plume below the inversion is easily diffused toward the ground, while a
plume above makes little or no concentration contribution in the PBL. Strom (in
Stern, 1976) and Turner (1985) provide simple methods for discriminating be-
tween these two cases, as discussed at the end of Section 5.1. Manins (1979)
investigates a plume’s partial penetration in greater detail suggesting, among
other things, that a complete plume penetration is almost impossible since, upon
reaching the inversion, there will always be a portion of the plume with insuffi-
cient buoyancy for further rise. Similar conclusions have also been shown by
semi-quantitative buoyant plume simulations by Lagrangian particle methods
(Zannetti and Al-Madani, 1983a and 1983b), which allow a high degree of reso-
lution in the representation of the plume and show a typical behavior, in which
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part of the plume is reflected by an elevated inversion, part is trapped inside it
and part is able to perforate it, reaching the layer above.

wind .y
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Figure 5-2.  Schematic of the interaction of a buoyant plume and an elevated
inversion layer (from Manins, 1979). [Reprinted with permission from
Permagon Press.]

5.3.3 Stacks with Scrubber

Desulfurization techniques have often been adopted for either the combus-
tibles (e.g., coal cleaning) or the flue gas (scrubbers). The latter technique seems
by far the most cost effective for SO, emission reduction. Most flue gas
desulfurization devices employ a wet scrubbing technique in which a Ca(OH),
solution is used for partial removal of SO;.

Plumes from stacks with scrubbers are frequently modeled using the same
techniques as the other plumes. Schatzmann and Policastro (1984) reviewed the

problem of evaluating Ah for stacks with scrubbers, concluding that “the signifi-
cant moisture content of the scrubbed plume upon exit leads to important
thermodynamic effects during plume rise that are unaccounted for in the usual
dry plume rise theories.”

Plume rise models for wet plumes (e.g., cooling tower plumes) have been
developed by Hanna (1972), Weil (1974) and Wigley and Slawson (1975). Even
these formulations, however, are inappropriate for scrubbed plumes, according
to Schatzmann and Policastro (1984), because of the simplifications they adopt.

Sutherland and Spangler (1980) compared observed plume rise heights for
scrubbed and unscrubbed plumes and evaluated the performance of several
plume rise formulations. They found that simple plume rise formulae are ques-
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tionable even for dry plumes, while moisture effects in scrubbed plumes increase
the plume buoyancy and almost compensate for the loss of plume rise due to the
temperature decrease induced by the scrubbing system. Plume rise of moist
plumes has been reviewed by Briggs (1984).

Schatzmann and Policastro (1984) recommend integral-type models for
scrubbed plumes, with the additional requirement of avoiding some common
simplifications such as the linearization of the equation of state, first-order ap-
proximations in the calculation of the local saturation deficit, and the Boussinesq
approximation.
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EULERIAN DISPERSION MODELS

Air pollution diffusion can be numerically simulated by several tech-
niques, which are mainly divided into two categories:

1. Eulerian models

2. Lagrangian models

Each of these has advantages and disadvantages in the treatment of atmospheric
phenomena. Several authors, and in particular Lamb (from Longhetto, 1980),
have investigated the two approaches and their interrelationships in detail, as
outlined in Figure 6-1.

The basic difference between the Eulerian and Lagrangian view is illus-
trated in Figure 6-2, in which the Eulerian reference system is fixed (e.g., with
respect to the earth) while the Lagrangian reference system follows the average
atmospheric motion.

This section presents the fundamentals of the Eulerian approach and the
major Eulerian modeling techniques for atmospheric diffusion. Lagrangian meth-
ods are discussed in Chapter 8, while Gaussian dispersion models, which can be
seen as both Eulerian and Lagrangian, are presented in Chapter 7. A discussion
of the methodologies that have been used to evaluate dispersion models against
measurements is presented in Section 12.5.

6.1 THE EULERIAN APPROACH

The Eulerian approach is based (Lamb, from Longhetto, 1980) on the
conservation of mass of a single pollutant species of concentration c(x,y,z,t).

%% = _V-Vc+ DV +3S (6-1)
which is similar to Equation 4-7 for the conservation of water, but has the addi-
tional (often negligible) molecular diffusion term D V3¢, where D is the molecu-
lar diffusivity (about 1.5 . 1075 m? s™? for air), V2 = 92/ 3x2 + 92/ 8y* + 0%/ 9z*
is the Laplacian operator, and V is the gradient operator.
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(a)
Air Parcel at t

A Air Parcel at t + At

s P
\, % >
y
X
(b)
-
y'

Air Parcel at t + At

Air Parcel at t

FIGURE 6-2. Eulerian (a) and Lagrangian (b) reference systems for the
atmospheric motion.
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We assume that the velocity V can be represented as the sum of “average”
and “fluctuating” components, i.c.

V=a+u (6-2)

where T represents the portion of the flow that is resolvable using measurements
or meteorological models, and u’ is the remaining unresolvable component. We
also assume

c = <c> +¢ (6-3)

where < > denotes the ensemble (theoretical) mean, whose meaning is clarified
below. Then, substituting Equations 6-2 and 6-3 in 6-1 and taking the ensemble
average, we obtain

d<Cc>

Framiiie T-V<c> - Ve<cdu>+ D V2> + <85> (6-4)

in which, according to the ergodic hypothesis, it is assumed that <u> = @
and <u’> = 0.

Meteorological models have a large unresolved portion u’, which is often
of the same order of magnitude as @. Therefore, the term <c’u’> is very large
and contains most of the turbulent atmospheric diffusion eddies, whose disper-
sion effects are orders of magnitude larger than the molecular ones. Even with a
perfect meteorological model providing detailed information about W(x,y,z,t)
(i.e., @ = V), the spatial and temporal scales of the smaller turbulent eddies are
so small that a correct numerical integration of Equation 6-4 would be practi-
cally impossible (it would probably require a grid size of about 1 mm in the
entire computational domain; Wyngaard, from Nieuwstadt and van Dop, 1982).

The understanding of u’ as an unresolvable component that can be mini-
mized but never eliminated is the key to understanding the significance of ensem-
ble averaging. Lamb (from Longhetto, 1980) clarifies this point by noting that u’
is a stochastic variable; i.e., there exists an infinite family of functions u’ that
satisfy the equation of motion. The situation is described in Figure 6-3, where
each possible member u’ of the family generates a different concentration c. The
average, at a certain point and time, of all possible concentrations generated by
the different u’ gives the “theoretical” ensemble mean <c>. Naturally, if we could
measure u’ and ¢ continuously and everywhere, we could evaluate the exact
member of the family that has occurred in reality. Lacking this information, we
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uj (Xo, c(xy,),

uj (Xor)2 c(x1,0)2 1
VAV’/\ Py % !/\r\/?——/’\/\ t

uj (xo t)n :‘ ; C(Xl,t)n . <C(xl’t1)>

wz
l/"’\\\//\xct%

Figure 6-3.  The infinite family or ensemble of velocity functions u’ and the corre-
sponding family of concentration distributions, each portrayed at fixed
points x, and x; as functions of time. The subscript n, n=1,2... ,
denotes the member or realization of the ensemble. The ensemble
mean value <c> at a given time t, is formed by averaging c(x,t;)a
over the infinite ensemble, as indicated by the vertical dashed line
(adapted from Lamb; in Longhetto, 1980).

must assume that all theoretically acceptable u’ are equally possible, thus allow-
ing, in the best possible conditions, the computation of <c> instead of the
actual c.

An important conclusion is that the output <c> provided by all Eulerian
models is conceptually different from the air quality data gathered from monitor-
ing activities. In fact, monitoring data provide estimates of the actual concentra-
tion c (with a certain degree of error associated with the monitoring technique),
while model outputs are estimates of <c> (with a certain degree of error because
of the input data and the numerical and/or analytical approximations). There-
fore, even during ideal conditions (i.e., with no monitoring and modeling errors)
model outputs will still differ from concentration measurements. This is often
called the intrinsic (unremovable) uncertainty in dispersion modeling.
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Another important point can be derived from the analysis of the term
V . <c’u’> in Equation 6-4. This term introduces three new unknowns. There-
fore, the solution of Equation 6-4 requires a relation between the meteorological
input terms or the average terms <c> and these three additional unknowns. The
simplest approximation (phenomenological closure) is given by the so-called
K-theory or gradient-transport theory, in which

<c'u>= -KV <c> (6-5)

where K is a (3 x 3) turbulent diffusivity tensor whose elements can be estimated
from the output of a meteorological model or inferred from meteorological
measurements.

Lamb (1973) evaluated the conditions of validity of Equation 6-5. He
concluded that K-theory is applicable only when 7./T, << 1, where 7. is the
maximum time over which an average atmospheric turbulent eddy maintains its
integrity and T, is the time scale of the <c> field, i.e., d<c>/dt = <c>/T; . There-
fore, the K-theory is applicable when the changes in the mean concentration field
<c> have a larger scale than that of turbulent transport, a condition that is com-
monly violated near strong isolated sources (where T, is short), especially with
large wind direction horizontal meandering or unstable conditions (i.e., large 7.).

The assumption of Equation 6-5 has, then, a limited applicability and has
shown major limitations, especially for the treatment of point sources in unstable
conditions. More complex formulations (higher order closure schemes) have
been proposed for evaluation <c‘u’> and are discussed in Section 6.5.1.

Equation 6-4, with the assumption of Equation 6-5, is generally further
simplified by assuming that (1) the tensor K is diagonal; (2) the molecular diffu-
sion is negligible; and (3) c represents the concentration of a nonreactive pollut-
ant (i.e., <S> = §, as discussed below). With these simplifications, Equation 6-4
becomes the “semiempirical equation of atmospheric diffusion,”

a;‘? = -0'V<c> + V- KV<c> + § (6-6)

where the elements of K are zero, except along its main diagonal (Ki,
Ka2, K33). Equation 6-6 can be integrated (analytically or numerically) if the
inputs @, K and S are provided, together with initial and boundary conditions

for <c>.
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In the case of a single source in stationary (i.e., g < ¢ >/dt =0) emission
and meteorological conditions, the source term is commonly treated as an up-
wind boundary condition. For an average wind speed 7 (x,y,z) blowing toward the
positive x-axis, the following boundary condition applies in the upwind boundary
plane (y,z):

<> = ?(oy_gﬁhi 8(z -2 - AR) 8(y-y,) 6-7)

where Q is the pollutant emission rate, z; is the physical height of the source
located in (0,;), Ah is the plume rise, and & is the Kronecker operator. Using
this boundary condition and assuming a steady state, Equation 6-6 becomes
simply

V<> = V-KV<c> (6-8)

el

The integration of either Equation 6-6 or Equation 6-8 requires a full
specification of boundary conditions. Total reflection conditions are generally
assumed at the ground and at the top of the computational domain (which is
generally the top of the PBL); i.e.,

Kss a<c> -0 (6-9)
0z

which indicates a pollutant flux equal to zero. In order to consider dry deposition
phenomena at the ground surface, the following condition is often assumed in-
stead of Equation 6-9 at z = 0 (i.e., at ground level)

K3 a<ac> =V, <c> (6-10)
Z

which indicates a nonzero pollutant flux, where V, is the deposition velocity,
which is a function of meteorological conditions (e.g., atmospheric stability),
pollutant type and surface type. Measured deposition velocities for SO, are
presented in Figure 6-4, while deposition velocity ranges for several gases are
listed in Table 6-1.



114 Chapter 6: Eulerian Dispersion Models
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Figure 6-4. SO, deposition velocity summary for different surfaces. From Sehmel
(1980); see that paper for references mentioned in the figure. [Re-
printed with permission from Academic Press.]
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Table 6-1.  Deposition velocity range for gases. From Schmel (1980); see this

paper for the references mentioned in the table.

-mission from Academic Press.]

[Reprinted with per-

Number of Depositing Deposition velocity
references gas range, cm s~}
14 S0, 0.04-7.5
20 I 0.02-26
2 HF 1.6-3.7
1 ThB 0.08-2.6
1 Fluorides 0.3-2.4
1 Cl, 1.8-2.1
7 0; 0.002-2.0
1 NO, 1.9
2 NO Minus-0.9
1 PAN 0.8
3 NO, Minus-0.5
1 H,S 0.015-0.38
1 Co, 0.3
1 (CH3),S 0.064-0.28
5 CHs! 107 -1072
1 Kr 2.3 x 107" max

On the sides (x,2) and (y,2) of the computational domain, it is generally

assumed

or

or (Shir and Shieh, 1974)

<c>=0

<c> = background value

VZ <c>=0

(6-11)

(6-12)

(6-13)
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where V, is the horizontal Laplacian operator V§ = 92/ ax* + 9%/ 8y*. The latter
condition, Equation 6-13, represents a linear extrapolation of the concentration

field outside the boundary.

Initial conditions are also required for the interpretation of Equation 6-6,
which is time-dependent, and are generally specified by Equations 6-11 or 6-12
throughout the entire computational domain or, in special cases (e.g., Runca,
1977), by a pseudoanalytical plume equation that provides the initial concentra-
tion field <c> near the point source(s) and eliminates the difficulties related tc
the numerical approximation of the S function (i.e., the source term).

If chemical reactions are involved, the assumption <S> = § is no longer
valid, and the term <S> must be investigated further. We can say that (using cn
instead of ¢ for the concentrations of all species; where m = 1, 2, . . . M) the
source term is

S =

m m

+ R, + Pep, (6-14)

where S, (x,y,2,t) is the total rate of addition (or removal) of the m-th species;
E., (x,y.21) is the direct emission of the m-th species (primary emission);
R.,, (x,y,2,t) is the creation/removal term of the m-th species by chemical reac-
tions and is a function of the meteorology (especially ambient temperature and
solar radiation) and, in general, of the concentration of all pollutants c;,
€2, - - - Cu, in (x,y,2) at time ¢; and P, (x,y,z,t) is the removal term for ¢, due to
precipitation, and is a function of meteorological variables (such as precipitation
rate) and the type m of species. Equation 6-14 does not include dry deposition,
which is treated as a boundary condition by Equation 6-10.

The ensemble average <S.,,> is a function of <R.,,>, which, in general, is
a nonlinear function of ¢y, ¢z, . . . ¢m. Thus, the averaging process <R., > creates
new additional variables of the type <cjcj>, with i, j=1, 2, . . . M. The most
common approximation for avoiding the generation of these new variables is

<R, (c1,¢2,...cM) > = Rc,(<c1>, <C2>,... <Cpr>) ' (6-15)
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Again, however, Lamb (1973) showed that the above approximation may be a
crude one. His analysis of a simple second-order decay reaction

m

R, = -B .c,z,, = -B(<m> +Cp )2 (6-16)
shows that the approximation of Equation 6-15, i.e.,

<R, > = -B<cp>? (6-17)
is valid only when
B<Cmax> Te<< 1 (6-18)

Equation 6-18 requires the decay process to be slow (i.e., a small ) compared
with turbulent transport time scale. Many photochemical reactions, however, are
quite fast and, therefore, do not allow this approximation.

Equations 6-6 or 6-8 can be solved in two ways:

1. by analytical methods, providing exact solutions

2. by numerical methods, providing approximate solutions

These two approaches are discussed below.

6.2 ANALYTICAL SOLUTIONS

Analytical solutions are available for the steady state Equation 6-8 under
special, simplifying assumptions. The available formulations have been discussed
by Pasquill and Smith (1983), Seinfeld (1986), and Tirabassi et al. (1986). In
particular, Roberts (see Calder, 1949) obtained a two-dimensional solution for
ground-level sources; Smith (1957) found a solution for elevated sources with &
and K, profiles following Schmidt’s conjugate law; Rounds (1955) proposed a
more general solution, which, however, turned out to be valid only for linear
profiles of K;; finally, Yeh and Huang (1975) and Demuth (1978) obtained a
more general analytical solution, which is presented below. This latter solution
has been incorporated into an organized computer package, KAPPA-G (Tirabassi
et al., 1986), which allows the performance of three-dimensional steady-state
simulations using the Gaussian formula for the treatment of horizontal diffusion
(as proposed by Huang, 1979).
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Remembering that in Equation 6-8 the wind & is assumed to blow towards
the positive x-axis, we can use the notation

Ky = K, (6‘20)
K2 = K, (6-21)
Kss = K, (6-22)

Therefore, Equation 6-8 can be written

Eic=i(Kzic)+—a—(Ky-a—c) (6-23)
ox 0z 0z ay ay

with boundary conditions

_ 9 - =
= 3 ") 0(z - h,) 6(y) atx = 0 (6-24)
and
K L 0 atz=0,h (6-25)
i, C =0,

where h, is the final effective height of the emission (i.e., A, = z; + Ah), h is the
depth of the mixing layer, y; = 0, and

0
i—c| >

ox

i(K ic)l | (6-26)

ax\ “ox

Equation 6-26 assumes that atmospheric dispersion along the x-axis is negligible
in comparison to the transport term.

To integrate Equation 6-23 we define the crosswind integrated concentra-
tion

+ ®

T(x,2) = f c(x,y, 2)dy (6-27)

-
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We also make the following assumptions

(2) = uo(z/ho)® (6-28)
Ky(x,2) = u(2) fx) (*) (6-29)
K:(2) = Kao(z/ho)P (6-30)
and
h = +oo (6-31)

where kg is the height at which ug and Ko are measured (or evaluated) and f(x)
is any function of x. Then the solution of Equation 6-23 for ground level concen-
tration (z = 0) is (Yeh and Huang, 1975)

w0 = T waky o H’Z%] (632
where
A=a-8+2 (6-33)
v = (1-p/A (6-34)
y = (@ + 1)/A (6-35)
n = (a+p/a (6-36)
r=p8-a (6-37)

and I' denotes the Gamma function.

With a finite mixing height (i.e., & < + o) and h, < h (and with the other
assumptions unchanged), the solution of Equation 6-23 is (Demuth, 1978)

- 20qh§ b-1 (Oy) RY) o) (x)
cx,0) = ha+1 { +RP Z T(y) 4/1 (Uy(z)) o7-1

Ko x
- exp ( y(z) q 20 ]}
0 Uo

(*) This particular assumption, however, will be used only for deriving Equation 6~44, below.

(6-38)
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where
R = h./h (6-39)
p=(©1-p8/2 (6-40)
q = A/2 (6-41)

In Equation 6-38, J, (...) represents the Bessel function of the first kind and
order 7, and oy (i=1,2,...) are its roots, i.e., J (0y)) = 0

The solutions given by Equations 6-32 and 6-38 represent the case when
z = 0, i.e., the concentration is computed at ground level. If elevated integrated
concentrations ¢(x,z) need to be evaluated, the new solution, for & = +co, is easily
obtained from Huang (1979), giving

B r A
_ he)” h ug by (2 + b 2 uo hf (z h)4
e = GETIR e (et )1, (2 -

where L, (...) is the modified Bessel function of the first kind and order - v

If A < +wo, the integrated concentration C(x,z) is again obtained from
Demuth (1978), giving

tx,2) =

20qh8 ZRY & | d-1(0yw RY) Jy-1(0y (2/R)7)
% ug { i +( 2 [ 51 (9y)

. Yy 4" B0 X q Ko x
exp ( T W hyu ”

Tirabassi et al. (1986) verified, analytically or numerically, that as z — 0,
the limit of Equations 6-42 and 6-43 gives Equations 6-32 and 6-38, respec-
tively; and that, as h — +oo, the limit of Equations 6-38 and 6-43 gives Equa-
tions 6-32 and 6-42, respectively.

(6-43)

The above formulae deal with the crosswind integrated concentration
&(x,z). If we want to calculate the three-dimensional concentration ¢(x,y,2), hori-
zontal diffusion needs to be included in a way that satisfies Equation 6-29. If we
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assume that the plume has a Gaussian concentration distribution in the horizontal
with lateral standard deviation 0,(x), we obtain

2
c(x,y,2) = ¢(x,2) 3]17;- exp(- 2})—02) (6-44)
Y y

Equation 6-44, together with any function & (x,z) previously derived, can be used
for three-dimensional simulations, since the Gaussian assumption for horizontal

diffusion gives

d
dx

<

K, = (6-45)

(STRS

which satisfies the condition of Equation 6-29.

6.3 NUMERICAL SOLUTIONS

Numerical methods allow the computation of approximate solutions of
Equations 6-6 and 6-8 using integration techniques such as

. finite difference methods

. finite element methods

. spectral methods

. boundary element methods
. particle methods

The reader should refer to books on numerical analysis for further discussion of
the above numerical techniques.

Finite difference methods (Richtmyer and Morton, 1967) are the oldest
technique. Although they possess several disadvantages, they still represent the
major and most applied (and best understood) numerical tool for this type of
applications. However, finite-difference approximation of the advection term
@ - V<c> always produces a diffusion-type error that artificially increases the
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diffusion rates in the simulated concentration output. This numerical phenome-
non can be easily understood by analyzing the one-dimensional version of the

advection term, i.e.,
e _ g% (6-46)

With a simple first-order finite-difference scheme, we obtain

t t t
cf't -l _ —t Civ1 — Ciy (6-47)

A YT oAx

where subscripts indicate spatial discretization (with a grid size Ax) and super-
scripts indicate time discretization (with interval At). The analysis of the trunca-
tion terms (Johnson et al., in Stern, 1986) shows that the error € generated by
the approximation of using Equation 5-47 instead of Equation 5-46 is

€ = ﬁzﬁ"- (1 - 7 At/Ax) (3%/3x?) (6-48)
which is a diffusion-type term, with associated diffusity D, equal to

73

D, =
2

(1 - 7T At/Ax) (6-49)

The term D, is proportional to the grid size Ax and, especially in regional
modeling where grid sizes have typical values of 80 km, generates an artificial
diffusion that can easily reach values of the same order of magnitude as (or even
greater than) actual atmospheric diffusion, which makes model outputs almost
meaningless. Several methods have been proposed to reduce this error (Egan and
Mahoney, 1972; Runca and Sardei, 1975; Boris and Book, 1973, who proposed
the SHASTA method; Pepper et al., 1979, who used cubic splines and chapeau
functions; Zalesak, 1979, who extended the concept of flux corrected transport,
FCT, to any number of dimensions; Lamb, 1983, who developed the BIQUINTIC
method for his regional scale photochemical model; Orszag, 1971, who first in-
troduced the pseudospectral method; etc.). Numerical evaluations of most of
these methods by Chock and Dunker (1983) and Schere (1983) show that a
“best” approach cannot be identified for all situations, and that some schemes,
like SHASTA, which used to be widely used in photochemical simulation pack-
ages, produce unacceptably large amounts of artificial diffusion.
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In spite of several shortcomings of K-theory and grid discretization, this
approach plays a major role in air pollution simulations, especially when non-
linear chemistry is required (as for the evaluation of O5 impacts). One could
argue that the errors introduced by this technique pale in comparison to the
assumptions introduced by the Gaussian plume model discussed in Chapter 7.

While analytical solutions require special, simplified functional forms for
K (i.e., power laws of the altitude z), numerical solutions can accommodate for
virtually any function K(x,y,z,£). Several of these functions have been proposed
for evaluating Ky, the horizontal eddy diffusivity (which assumes Ki; = K23 = Ky
for any wind direction angle with the x-axis), and K, the vertical eddy
diffusivity.

6.3.1 The Vertical Diffusivity K,

The vertical diffusivity K, is generally specified as a function of the alti-
tude z. For example, McRae et al. (1982) use

4/3 1/4
K, = 25w, z [kzi] [1 -15 (%)] (6-50)

in the unstable surface layer (i.e., 0 < z/z; < 0.05) and
K, = w, z; fz/z)) (6-51)

in the unstable PBL above the surface layer, where

2 3 4
flzlz) = 0.021 + o.4os(-’-) + 1.351(i) - 4.096(—2—) + 2.560(—5—) (6-52)

i Zj Z;

for 0.05 < zi < 0.6,
1

flzlz) = 0.2 exp [6 - 10(5)] (6-53)
for 0.6 < zi < 1.1, and
flzlz) = 0.0013 (6-54)
for zi, > 1.1.

Therefore, the eddy diffusivity K, is ~ 0 for z ~ 0 and z > z;, and has a
maximum (=~ 0.21 w, z;) when z/z; ~ 0.5, as shown in Figure 6-5.
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In neutral conditions, Shir (1973) adopts

K, = ku,zexp(-8zf/u.) (6-55)

where f is the Coriolis parameter defined by Equation 3-3, while Myrup and
Ranzieri (1976) propose,

K, = ku.:z (6-56)

in the surface layer (i.e., 2/z < 0.1), and, above the surface layer,

K, = ku,z(1.1-2/z) (6-57)
1.2
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Figure 6-5.  Vertical turbulent diffusivity profile under unstable conditions (from

McRae et al., 1982). [Reprinted with permission from Academic
Press.]
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for 0.1 < z/z; < 1.1, and
K, =0 (6-58)
for z/z; > 1.1.

Finally, in stable conditions, Businger and Ayra (1974) propose

ku,z 8fz
k= STavanan ©F (—) (6-59)

*

More discussion about the evaluation of K, can be found in Seinfeld
(1986). It is clear, however, that we do not possess a definite knowledge of K,
above the surface layer and that the application of the K-theory to simulate verti-
cal dispersion during unstable conditions is highly questionable.

6.3.2 The Horizontal Diffusivity Ky

The evaluation of Ky presents several intriguing aspects. It is often (and,
perhaps, improperly) assumed that

Ky = Ky (6—60)

where K, is the crosswind eddy diffusivity (i.e., with wind blowing along the
positive x-axis). If we consider a plume originated at x = 0 and carried by the
wind along the x-axis, K, is related, through Equation 6-45, to the standard
deviation g, (x) of the crosswind plume concentration spread. where Equa-
tion 6-45 is valid for a travel time ¢, which is

t » T, (6-61)

where T, is the Lagrangian time scale (typically of the order of 100-200 s). The
integration of Equation 6-45 gives

ox) = V2K x/u = J2K,t (6-62)

which would require ¢, to grow linearly with x%°. But the analysis of data on
horizontal dispersion does not confirm Equation 6-63, as illustrated in Fig-
ure 6-6. These data show a peculiar property of atmospheric horizontal diffu-
sion, i.e., its accelerating rate. This phenomenon, whose rate can be justified
only partially by the theoretical analysis of Taylor (1921), seems to suggest
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(Gifford, 1982) that atmospheric diffusion is augmented by the presence of large
scale quasihorizontal turbulent wind-field heterogeneities, caused by large-scale
surface inhomogeneities of various kinds.

Figure 6-6 clearly shows that the choice of K, (or Ky) strongly depends
upon the travel time ¢ by several orders of magnitude. This creates the paradox
that, if we want to estimate Kz in a certain location (x,y,z), for example the
center of a grid cell, different values of Ky would be required for the different
pollutants coming from different sources, and therefore, having different travel
times. An Eulerian grid model cannot really handle this, since, after pollutants
are injected into the grid cells, the memory of their different origin is lost. This
entire discussion points out a further limitation of K-theory in describing atmos-
pheric diffusion.

Another disturbing aspect of the numerical interpretation of the K-theory
equation to simulate horizontal diffusion is that the effective eddy diffusion is the
sum of Ky plus the contribution D, generated by the numerical advection errors
(a diffusion term, as explained at the beginning of Section 6.3). In many cases,
D, > Ky, which may explain (McRae et al., 1982) why the influence of changes
in Ky in the large range 0-500 m?s™! is small in the concentration field, as
presented by Liu et al. (1976). Due to the numerical error D,, a
K-theory model needs to use nonzero Ky values only during unstable conditions,
in which, for example, we can use the formula

Ky = 01w,z = 0127* (kL) u, (6-63)
derived from the measurements of Willis and Deardorff (1976).

A final important consideration about Ky derives from the definition of
Equation 6-2, in which the wind vector V is divided into two components, & and
u’, where U represents the large portion of the flow that is resolvable using mete-
orological measurements or models and u' is the remaining unresolvable compo-
nent. Clearly, the better the meteorological model or the interpolation of the
measurements, the higher the time- and space-resolution of the term @ and the
smaller the |u’| values.

This interpretation of Equation 6-2 is very important since that equation is
often used to indicate an intrinsic property of the atmospheric motion (an average
term plus turbulent fluctuation) instead of being interpreted as the sum of a
resolvable and unresolvable component. This is a key issue in understanding the
turbulent diffusion terms <c'u’> which have been approximated using the
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Figure 6-6.  Summary of data on horizontal atmospheric diffusion, from Hage
and Church (1967), as presented by Gifford (1982). The solid curve

illustrates the empirical equation of Hage et al. (1967). [Reprinted
with permission from Academic Press.|

K-theory by Equation 6-5, where K is a (3 x 3) turbulent diffusivity tensor. From
the previous definition of w’, it is clear that the better the meteorological model
providing T, the lower the |<c'u’>| terms and, consequently, the lower the magni-
tude of the elements of K. In other words, we derive the important (and, to a
certain extent, surprising) conclusion that the 2ddy diffusion coefficients to be
used in a diffusion model are a function of the degree of performance of the mete-
orological model used to calculate the meteorological input to the dispersion
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model. This is particularly true for horizontal dispersion, since vertical velocity
components are generally small in comparison with horizontal transport and,
consequently, u’ has a larger horizontal than vertical component.

In order to understand and fully evaluate the consequences of the above
considerations, let us discuss a brief example related to long-range transport and
horizontal diffusion of a plume from a point source. According to Hanna et al.
(1977) and Irwin (1979), for downwind distances x greater than 10 km, the hori-
zontal plume standard deviation g, is

0, = 33.30px!/? (6-64)

where gy is the standard deviation of the horizontal wind direction expressed in
radians. Using Equations 6-62 and 6-64, we obtain

K, = 10°c3u2 = Ky (6-65)

For typical values of 0y < 0.5 radians and u < 10 m/s, Equation 6-65 gives
Ky values one to two orders of magnitude lower than the bottom of the range of
Ky = 10% to 107 m? s! currently used in most long-range models and consid-
ered to be the best values to fit actual measurements. This inconsistency can be
easily explained using the considerations presented before. In fact, Equa-
tions 6-64 and 6-65 implicitly assume that the plume trajectory is known exactly
and that ¢, (and Kpy) characterize only the plume horizontal growth and not the
uncertainty in plume location. Actual modeling simulations, however, use or calcu-
late meteorological wind fields, which possess a large degree of uncertainty when
used for trajectory computations. Therefore, it is not surprising that actual model
calibration tests suggest large values of Ky (10* to 107 m? s7! instead of
10?2 to 10°m? s7!). This indicates that horizontal diffusion needs to be artificially
enhanced for the model to incorporate the uncertainties in the meteorological
modeling computation of U.

In order to visualize the above considerations, let us consider the simple
example in Figure 6-7, in which the contributions of three air pollution sources
(S1, Sz, and S3) at the receptor R are evaluated through a dispersion model
using large Ky values. Even though the model largely overestimates horizontal
diffusion, it provides a total concentration value at R (the sum of the three
dashed curves) that is quite similar to the measured value (on the solid curve),
due to error compensation factors. The model is, in a way, “validated,” but its
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Figure 6-7.  An example of the consequence of overestimating horizontal diffusion
on the concentration at the receptor R. Solid lines show the actual
average plume, while dotted lines show the plume as simulated by
the model.

use for evaluating emission reduction strategies will provide incorrect results;
specifically, it will suggest useless emission reductions in §; and S; and insuffi-
cient control of S;.

It is true that regular fluctuations in wind direction cause the solid plumes
in Figure 6-7 to sweep around the azimuth in such a way that they all may
envelop the receptor R. This variation of the short-term average wind can
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sometimes be correctly simulated, for long-term averages, by the dashed plumes,
which are computed with an enhanced horizontal diffusion. However, wind direc-
tion fluctuations often do not show regular behavior and, therefore, do not sup-
port the above approximation. In complex terrain, especially, preferred direction
patterns play important roles in determining plume trajectories, and the artificial
enhancement of horizontal diffusion for long-term averages may provide incor-
rect results. Moreover, if nonlinear chemical reactions are used, the formation of
secondary pollutants is incorrectly computed when the plume is diffused with
artificially high dispersion rates, since the centerline plume concentration is
consistently underestimated.

This discussion, which is valid only for the particular location of the re-
ceptor R, can, however, be generalized to illuminate a critical problem in most
long-range air pollution modeling studies using K-theory grid models. In order to
compensate for uncertainties in wind direction information, these models almost
always over-estimate horizontal diffusion in a process that smoothes concentra-
tion peaks. With “smooth” emission source terms and wind frequency distribu-
tions, this assumption is quite acceptable, but, in many cases, this smoothing
process creates a loss of deterministic information related to the source-receptor
relationship. This loss becomes particularly critical when selective emission re-
duction strategies are inferred from modeling outputs in order to meet air quality
goals at the receptor R.

6.4 BOX MODELS

6.4.1 The Single Box Model

The single box model (Lettau, 1970) is the simplest air pollution model
and is based on the mass conservation of pollutant inside an Eulerian box, which
generally represents a large area such as a city. The physical concept underlying
the box model approach is depicted in Figure 6-8. Mass conservation gives

—:—t (cz) =Q -c¢ z,-—Au—x (6-66)

which, by integration, gives (Venkatram, 1978)

ct) zi(t) = c(to) z:(t;) exp (-t/Ty) + Q Ty (1-exp(-#/Tp))  (6-67)



6.4 Box Models 131

If the dynamics of z;(t) are known, Equation 6-67 allows the computation
of c(#). In stationary conditions (i.€., ¢ = ), ¢ tends to the limit

(@) = QT/z (6-69)

which is sometimes a reasonable quasistationary assumption in urban studies.

c
.—————— hoes e —

i

c

”
SRR } }
U S S S ) A

Ay

Ax ~|/

>

T

Il_k >
Downwind Distance x :
RS

Figure 6-8.  The single box model; z; indicates the time varying mixing height, Ax
and Ay are the horizontal dimensions of the box (e.g., the size of the
city under investigation), Q is the constant emission for unit of area,
C is the time-varying average concentration inside the box, and u is
the constant wind speed injecting clean air into the box.

The single box model has frequently been applied for both inert and reac-
tive pollutants; in the latter case, Equation 6-66 has to be modified to incorpo-
rate a chemistry module in the mass-balance computations. As a particular ex-
ample of its application, Meszaros et al. (1978) used a box model for computing
the atmospheric sulfur budget over Europe and incorporated both natural/
anthropogenic emissions and dry/wet deposition in Equation 6-66. Also, Jensen
and Peterson (1979), who used an acoustic sounder for evaluating z(t), found
good agreement between the single box model output c(?) and urban concentra-
tion measurements.
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anthropogenic emissions and dry/wet deposition in Equation 6-66. Also, Jensen
and Petersen (1979), who used an acoustic sounder for evaluating z; (1), found
good agreement between the single box model output c(t) and urban concentra-
tion measurements.

6.4.2 The Slug Model

Venkatram (1978) showed that the box model has a great deal of inertia
and cannot properly handle rapid temporal changes in either O or u. He proposed
the slug model as an improvement of the box model, especially during stagnation
episodes. The slug model allows the concentration ¢ to vary in the along-wind
direction x and in the vertical direction z, but assumes that the concentration does
not vary in the crosswind direction y. This allows us to write the mass-
conservation equation within the single box in terms of two dimensions (x, z) as

a(c z) acz) _ _
5 T4 T - 0 (6-70)

where x is the downwind distance inside the box. We define the average concen-
tration at x to be T(x), where

zj(x)
z(x) z(x) = j c(x, 2) dz (6-71)
0

and z; (x) is either the mixing height or the vertical size (growing with x) of the
“urban plume” generated by the ground level emission Q.

The solution of Equations 6-70 and 6-71 after the emission is shut off
(i.e., after Q becomes zero) is

c(x,t) = (x-ut ;_(%7 (6-72)

for t < x/u, and
cx,t) = 0 (6-73)
for t > x/u. For t = T;, the above scheme properly gives ¢ = 0 throughout the

entire box, whereas the single box solution of Equation 6-67 is not able to repro-
duce this complete flushing.
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6.4.3 Multi-Box Models

The single box concept has been extended to multi-box simulations (e.g.,
Ulbrick, 1968; Reiquam, 1970; Gifford and Hanna, 1973). Johnson (in Stern,
1976) describes the multi-box model in its simplest form by the equation

Ac;; = [(F‘—I/Z,j - i+1/z.j) + (Fi.j-l/z - Fl,j+1/2) + Qij Atl/V (6-74)

where Ac; ; is the variation of the average concentration ¢;,; in the box i, j during
the time interval At; i, j are the box horizontal indices; Q;,; (1) is the pollutant
emission rate from all sources inside the box; and V is the volume of the box
(ie., V = Ax Ay h, where h is the height of the box above the ground).
F represents the pollutant flux through the sides of the box; i.e.,

Fis12,j = Ci,jAiz1y2,j Wiz1/2,) (6-75)

Fijr1/2 = €ijAijx1/2 Wijx1/2 (6-76)

where A is the area of the side of the box, u the wind velocity component perpen-
dicular to A, and the 1/2 term in the indices indicates the side between one cell
and the other (e.g., i+1/2 means between i and i+1, and j-1/2 means between J-1

and )).

The two major limitations of this multi-box approach are its neglect of
horizontal dispersion and the assumption of instantaneous mixing throughout the
box (especially in the vertical). It is, however, computationally fast and, in sev-
eral cases, may provide satisfactory, cost-effective answers, especially in regions
in which detailed meteorological and emission information is not available.

6.5 ADVANCED EULERIAN MODELS

Because of the several shortcomings of the K-theory described in the pre-
vious sections, more complex Eulerian formulations for simulating atmospheric
diffusion have been proposed. Among them, two have received particular atten-
tion: second-order closure modeling (e.g., Lewellen and Teske, 1976) and large
eddy simulation techniques (e.g., Nieuwstadt and de Valk, 1987).

6.5.1 Second-Order Closure Modeling

t

Instead of using the K-theory approximation of Equation 6-5, an exact
equation (Donaldson, 1973) can be computed for the second-order correlations
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<c'u’>. This equation, however, introduces new variables, other than second-
order correlations, that leave the system undetermined. A second-order closure
model finds a relation between these new variables and the previous ones (i.e.,
the second-order correlations and the mean flow variables). Using this approach,
Lewellen and Teske (1976) obtained a partial differential equation for the turbu-
lent mass flux that has a dual behavior: for the initial plume, characterized by a
plume scale that is smaller than the ambient turbulence scale, the equation shows
hyperbolic behavior, while, for larger plume scales, the equation shows a smooth
transition to parabolic behavior. Only the latter feature can be described well by
the K-theory.

The model of Lewellen and Teske (1976) was successfully compared with
laboratory simulations (Deardorff and Willis, 1974) of diffusion in convective
conditions. The model was able to predict the rise of the maximum concentration
from the ground. Comparisons with data collected during tracer experiments,
however, were less encouraging (Lewellen and Sykes, 1983) and neither the pat-
terns nor the magnitude of plume concentrations were correctly predicted. There-
fore, the practical applicability of higher-order closure models is still question-
able, even though some recent results (e.g., Enger, 1986) have shown encourag-
ing features.

Second-order closure techniques have also been used to define new plume
and puff methodologies. Sykes et al. (1989a) developed the Second-Order Clo-
sure Integrated Plume Model (SCIMP), the model with the lowest resolution in a
hierarchy of models developed for EPRI. The model was tested against approxi-
mately 500 hours of plume data and seems to perform better than standard U.S.
EPA regulatory models (such as MPTER). Sykes et al. (1989b) also developed
the Second-Order Closure Integrated Puff model (SCIPUFF), the intermediate
resolution member of the hierarchy of models mentioned above. The overall per-
formance results of SCIPUFF were close to those obtained with SCIMP.

6.5.2 Large Eddy Simulation Models

As described by Nieuwstadt and de Valk (1987), a large eddy model such
as those developed by Deardorff (1974) and Nieuwstadt et al. (1986), calculates
the large-scale turbulent motions by directly solving a set of modified Navier-
Stokes equations. These equations are
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. a “filtered”(*) momentum equation with extra subgrid terms

. a “filtered” temperature equation with extra subgrid terms

. a Poisson equation for the pfessure

. gradient transfer equations for the closure of all the extra terms

describing the subgrid motions.
. an equation for the subgrid energy

These equations are solved (typically using finite—-difference methods) with grids
of about 50 to 100 m and time steps of about 5 s.

Using the output of the Deardorff (1974) model, Lamb (1978) success-
fully simulated the statistics of nonbuoyant particles in convective conditions.
Nieuwstadt and de Valk (1987), instead, used a conservation equation for the
contaminant, which is solved concurrently with the large eddy model. This sec-
ond approach is able to replicate well the laboratory experiments by Willis and
Deardorff (1981), who reproduced the behavior of a nonbuoyant contaminant in
convective conditions. This good agreement was not recreated using a buoyant
plume simulation and comparing it with the experiments of Willis and Deardorff
(1983). However, further work by van Haren and Nieuwstadt (1989) shows a
reasonable agreement between the output of the large eddy simulation model and
the buoyant plume field experiments performed by Carras and Williams (1984).

In conclusion, large eddy simulation models seem promising and repre-
sent the approach that is closest to the recreation of the physics of atmospheric
diffusion. Their simulation of buoyant plumes, however, needs further study.
Also, it is possible that other computational techniques, such as Monte-Carlo
Lagrangian particle models (see Chapter 8), will be able to show similar simula-
tion ability at a lower computational cost, by reproducing the main stochastic
behavior of atmospheric motion without explicitly solving the Navier-Stokes
equations.

(*) By “filtering,” we mean the elimination of the small-scale motions that are smaller than
the numerical grid.
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7 GAUSSIAN MODELS

7.1 THE GAUSSIAN APPROACH

The Gaussian plume model is the most common air pollution model. It is
based on a simple formula that describes the three-dimensional concentration
field generated by a point source under stationary meteorological and emission
conditions. The Gaussian plume model is visualized in Figure 7-1, where, for
simplicity, the plume is advected toward the positive x-axis. In a general refer-
ence system, the Gaussian plume formula is expressed by

Q 1 Acw)z] [ 1 Z_,-+Ah—2, 2
= — -—|— . - — 7-1
c rr o Iﬁ'l exp [ 2( o €xXp ) o, ( )

where c(s,r) is the concentration at r = (x,y,2) due to the emissions at
s = (X5, )5 25); Q@ is the emission rate; 0,(jx, d) and 0,(j,,d) are the standard de-
viations (horizontal and vertical) of the plume concentration spatial distribution
(often oy, is referred to as g); j, and j, are the horizontal and vertical turbulence
states (further discussed below); d is the downwind distance of the receptor from
the source, where

d = [(r-s)-a/|al (7-2)

U is the average wind velocity vector (&, &, i;) at the emission height (it is as-
sumed that i, < (Z2+%2)"/2); A., is the crosswind distance between the recep-
tor and source (i.e., between the receptor and the plume centerline), where

Aoy = (r=s|* -d)'/? (7-3)

and Ah is the emission plume rise, which is a function of emission parameters,
meteorology and downwind distance d. Equation 7-1 is applied for d > 0; if
d <0, then ¢ = 0.
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Figure 7-1.  The Gaussian plume in a wind-oriented coordinate system (i.e., x
along the direction of ©): (a) an elevated source location at (0,0,H)
(from Dobbins, 1979). [Reprinted with permission from Academic
Press.] (b) three-dimensional concentration profiles (from Strom; in
Stern, 1976). [Reprinted with permission from Wiley-Interscience.]
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As can easily be seen, Equation 7-1 refers to a stationary state (i.e., c is
not a function of time), uses meteorological conditions (wind and turbulence
states) that must be considered homogeneous and stationary in the modeled area
(i.,e., between s and r), and cannot work in calm conditions where |&|-0. How-
ever, the simplicity of the Gaussian approach, its relative ease of use with easily
measurable meteorological parameters and, especially, the elevation of this
methodology to the quantitative decision-controlling level (U.S. EPA, 1978) have
stimulated research aimed at removing some of the limits of the Gaussian theory
in treating the complex situations of the real world.

Equation 7-1 is generally written in the form

__ 9 RN AT Y (h-zY
i rrar exp[ > (ay)]exp[ 2( p )] (7-4)

in which & is the average horizontal wind speed, A, is the effective emission
height (i.e., h. = z; + Ah), and g, replaces ¢,. Here a wind-oriented coordinate
system is also used (as in Figure 7-1). Equation 7-4 can be derived in several
ways from different assumptions (see Section 7-10) and can be justified by
semiempirical considerations, as Figure 7-2 illustrates, where both the instanta-
neous and the one-hour average concentration distributions are exemplified. It

y y y
]
|
|
Jl

Source Xo Xf———— ——— ]
—=>
u
Instantaneous X 1-hour X
at x =x, average at x =x,
(a) ()] ()

Figure 7-2.  (a) Instantaneous top view of a plume; (b) instantaneous horizontal
profile of the plume concentration along a transverse direction at
some distance downwind from the source; (c) one-hour average pro-
file for the same downwind distance (from Williamson, 1973). [Re-
printed with permission from Addison-Wesley.]
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can be concluded that, even though instantaneous plume concentrations are quite
irregular, a sufficiently long averaging time (e.g., one hour) generates, in many
cases, bell-shaped concentration distributions that can be well approximated by
the Gaussian distribution in both the horizontal and (to a lesser degree) the

vertical.

One area of particular emphasis has been the identification, for both sim-
ple and complex meteorological or terrain situations, of those parameters that
allow Equation 7-4 to give a good estimate of the maximum ground-level con-
centration. Other applications have used Equation 7-4 in a “climatological” way
to provide long-term concentration averages (monthly, seasonally, or annually)
at the receptors (e.g., Martin, 1971; Runca et al., 1976). In these climatological
applications, each concentration computed by an equation similar to Equa-
tion 7-4 is weighted by the frequency of occurrence of its corresponding mete-
orological condition (see Section 7.6). Other applications have even tried to re-
move the physical meaning of some. of the parameters in Equation 7-4. For
example, Melli and Runca (1979) allowed the “wind speed” & to change its value
as a function of the downwind distance, to produce ground-level concentration
values more like those obtained by finite-difference simulations of the same
conditions.

In the past, the more complex time-varying applications of simulation
modeling techniques have made extensive use of dynamic grid models (mainly,
finite-difference simulations following the K-theory approach, as discussed in
Chapter 6). However, a growing concern has arisen about some important limita-
tions of such a numerical approach. Specifically, as discussed in Chapter 6,
(1) the numerical treatment of the advection terms often produces an unreason-
able, artificial diffusion, and (2) K-theory simulation of the growth of a plume
from a point source is often fundamentally wrong in turbulent flows. Other well-
known limitations are that (3) concentrations are computed as spatial averages in
three-dimensional cells (which makes comparison with point measurements diffi-
cult and produces an erroneous initial dilution of plumes whose width is smaller
than the cell dimensions), and (4) relating the diffusion coefficients K to standard
atmospheric measurements is difficult. Also, a numerically correct application of
the K-theory requires the grid size to be much less than the plume size, a condi-
tion that is difficult to satisfy near the source.

To overcome some of these limitations, modelers have attempted to ex-
tend the applicability of the Gaussian method to treat nonstationary, non-
homogeneous conditions. In particular, the segmented plume approach (Chan
and Tombach, 1978; Chan, 1979) and the puff approach (Lamb, 1969; Roberts
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et al., 1970) were defined to handle pseudosteady-state conditions. Both methods
break up the plume into a series of independent elements (segments or puffs)
that evolve in time as a function of temporally and spatially varying meteorologi-
cal conditions. Sections 7.7 through 7.9 will discuss these extensions of the
Gaussian approach.

7.2 THE CALCULATION OF g, AND o,

Concentrations computed by Equation 7-4 depend strongly upon a correct
calculation of o, and o,, which is a major challenge for all Gaussian model
applications. We present, in the two subsections below, two general methods for
computing o, and o,. The first method — the preferred one — is based on the
calculation of nondimensional functions and makes direct use of turbulence in-
tensity measurements, when available. The second method relies on semiempiri-
cal calculations in which the atmosphere is classified into “stability” classes and
different o functions are derived for each class.

7.2.1 The Nondimensional S, and S, Functions for the Gaussian Model

Pasquill (1971) suggested the following relationships for plume sigmas,
which are consistent with Taylor’s statistical theory of diffusion:

oy o, t Sy(t/Ty) (7-5)

0w 1 8,(t/T,) (7-6)

o;

where g, and g, are the standard deviations of the crosswind and vertical wind
vector components (which can be either measured or estimated by the formulae
provided in Chapter 3), and S, and S, are universal functions of the diffusion
(or travel) time ¢ and the Lagrangian time scale T;. One of the major objectives
of current research on Gaussian models is the computation of its nondimensional
functions S, and S;. In this formulation, it is important to point out that g, must
include the contribution of the wind direction meandering component.

Draxler (1976) rewrote the above equations as

oo x S,(t/T;) 7-7

gy

g, 0 x S,(t/T;) (7-8)
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where 0y and o, are the standard deviations of wind vector azimuth and eleva-
tion angles (in radians), x is the downwind distance, and 7; is a normalization
factor, proportional to T, (i.e., T, = T;/1.64, where T; is the time required for S,
or S, to become equal to 0.5; S, and S, are always equal to 1 for ¢t = 0). Note
that oy = arctan (0,/7) and 0y = arctan (o,/i), where, for small angles,
0p =~ 0,/% and 0y = 0,/U.

Draxler (1976) also analyzed available dispersion data, giving a prelimi-
nary evaluation of the specific forms of S, and §; and determining 7;. Pasquill
(1976) tabulated S, as a universal function of x only. These tabulated values
were then reformulated by Irwin (1979) as

S,(x) = (1+0.0308 x0-4548)~1 (7-9)
for x < 10*m, and
S,(x) = 0.333(10,000/x)°° (7-10)

for x > 10*m.

The above formulation of S, is currently accepted as the best way for
determining o0, and has been recommended by the American Meteorological
Society Workshop on Stability Classification Schemes and Sigma Curves (Hanna
et al., 1977). Phillips and Panofsky (1982), however, suggest a different S, for-
mulation, which provides a better fit of experimental data for small x and is
consistent with inertial-subrange theory, namely

T, (Ti/1? t Y]/2
= 0. Bl i [ . — 7-11
S, 0617[t so5 In| 1+5.25 T (7-11)

Much investigation is still required to fully evaluate the validity of the
above S, formulations. In particular, the dependence of §, only upon x is cer-
tainly questionable. Incidentally, Lagrangian particle dispersion numerical ex-
periments (e.g., Zannetti and Al-Madani, 1983a,b) have confirmed a behavior of
o, in agreement with the statistical theory of diffusion and showed a variability of
o, values, from the same o, input, associated with changes in the autocorrelation
structure of the wind direction (that is, a higher time correlation in the wind
direction @ is causing, as expected, larger g,, even though oy is the same).

The evaluation of S, is still quite uncertain. Irwin (1979) provided a pre-
liminary universal function S, and recommended its interim use until more field
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data permit the evaluation of a more accurate scheme. In unstable conditions, his
S function depends upon the depth of the mixing layer &, the diffusion time ¢,
the effective release height ., the surface friction velocity u, and the Monin-
Obukov length scale L. Also, Draxler (1976) derived, under neutral and stable
conditions,

S; = [1+ 0.90/7T,)' /2! (7-12)
for z < 50 m, and
S, = [1 + 0.945(/T,)°-8]1 (7-13)

for z > 50 m, in which the characteristic time 7, is =~ 50 s.

Additional considerations on the calculation of S, and S, for travel dis-
tances less than 10 km in the different layers of the PBL (see Figure 3-8) can be
found in Gryning et al. (1987), who, however, propose non-Gaussian vertical
concentration profiles in most cases.

It must be pointed out that only the availability of validated S, and S,
functions allows a proper application of Gaussian modeling techniques in a way
that makes full use of available meteorological measurements of the standard
deviations of the wind vector components. In fact, the simple use of semi-
empirical plume sigmas (as discussed below) requires only the evaluation of the
stability class (a discrete number) and cannot make use of the exact information
on wind fluctuation intensities, when available.

7.2.2 Semiempirical o Calculations

Several schemes that allow the computation of g, and ¢, from the atmos-
pheric stability class and the downwind distance are available. The stability class
can be computed using the Pasquill or Turner methods (see Tables 3-2 and 3-3)
or from measurements of either 0y or o, or the vertical temperature gradient
AT/Az, as Tables 7-1 and 7-2 illustrate. Nighttime conditions are sometimes
characterized, especially with low wind speed, by large horizontal dispersion due
to wind direction meandering and small vertical dispersion due to the ground-
based temperature inversion. Therefore, when stability is evaluated using the
standard deviation of the horizontal wind direction fluctuations (see Table 7-2),
this stability must be corrected according to Table 7-3 in order to characterize
vertical diffusion at nighttime.

Full three~dimensional tracer experiments have shown that horizontal and
vertical diffusion rates are often related to different stability categorizations and,
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Table 7-1.—Classification of atmospheric stability (data from DeMarrais, 1978;
Best et al., 1986; and Hanna, 1989).

AT
temperature R;

o) change gradient
Stability Pasquill Op with height] Richardson _
classification categories (degrees) (°C 10?m ') number at 2 m Ow/W
Extremely unstable A 25.0 <-1.9 -0.9 > 0.15

: -1.9to -1.7 -0.5 J
Moderately unstable B 20.0 o 0.1 - 0‘15]
Slightly unstable C 15.0 -1.7to -1.5 -0.15 |
Neutral D 10.0 -1.5to -0.5 0 0.05 - 0.1
Slightly stable E 5.0 . -0.5t0 1.5 0.4 |
Moderately stable F 2.5 1.5t0 4.0 [0 : ] 0.0 - 0.05
Extremely unstable G 1.7 > 4.0 s

(*) Standard deviation of horizontal wind direction fluctuation over a period of 15 minutes
to 1 hour. The values shown are averages for each stability classification.

Table 7-2. Classification of atmospheric stability' (from U.S. EPA, 1986, adapted
from Irwin, 1980).

Pasquill Standard deviation of Standard Deviation of

stability the horizontal .wind the vertical wind
categories direction fluctuations 2 direction fluctuations 2
(degrees) (degrees)
A Greater than 22.5° Greater than 11.5°
B 17.5 to 22.5° 10.0° to 11.5°
C 12.5° to 17.5° 7.8° to 10.0°
D 7.5° to 12.5° 5.0° to 7.8°
E 3.8° to 7.5° 2.4° t0 5.0°
F Less than 3:8° Less than 2.4°

! These criteria are appropriate for steady-state conditions, a measurement height of 10 m,
for level terrain, and an aerodynamic surface roughness length of 15 cm. Care should be
taken that the wind sensor is responsive enough for use in measuring wind direction
fluctuation.

2 A surface roughness factor of (zo/15 cm)°-2, where z, is the average surface roughness in
centimeters within a radius of 1-3 km of the source, may be applied to the table values. This
factor, while theoretically sound, has not been subjected to rigorous testing and may not
improve the estimates in all circumstances.



7.2 The Calculation of oyand o, 149

Table 7-3.  Nighttime" (vertical) Pasquill stability category based on op ; i.e.,
the standard deviation of the horizontal wind direction fluctuations,
in degrees (from U.S. EPA, 1986, adapted from Irwin, 1980).
If the 0g And the wind Then the Pasquill
stability speed at 10 m is stability category is
category is (m s™)
A <29 F
29 to 3.6 E
> 3.6 D
B <24 F
2.4 to 3.0 E
> 3.0 D
C <24 E
>2.4 D
D wind speed not considered D
E wind speed not considered E
F wind speed not considered F

*
) Nighttime is considered to be from one hour before sunset to one hour after sunrise.

therefore, a “split-sigma” approach should generally be adopted, in which o,
and g, dynamics are evaluated as functions of “horizontal” and “vertical” stabil-
ity classes, respectively. Results indicate that 0y measurements provide a good
estimate of the “horizontal” stability, while vertical temperature gradient data
seem appropriate for identifying the “vertical” stability class.

After the computation of the stability class, o, and g, can be computed at
a certain downwind distance x by choosing one of the several available

formulae:

1. Pasquill-Gifford sigmas (Gifford, 1961) graphically presented by
Turner (1970) and, in an analytical form, by Green et al. (1980), as

k1 X
o) = [1+ (k)]
az(x) = ke x

[1+ (xlko)]*s

(7-14)

(7-15)

where the constants k,, k3, ks, k4, ks are given in Table 7-4.
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Table 7-4. Values of the constants in the Equations 7-14 and 7-15.

Stability
class

ky ks ks ks ks

M m O Q w >

0.250 927 0.189 0.1020 -1.918
0.202 370 0.162 0.0962 -0.101
0.134 283 0.134 0.0722 0.102
0.0787 707 0.135 0.0475 0.465
0.0566 1,070 0.137 0.0335 0.624
0.0370 1,170 0.134 0.0220 0.700

The above oy, 0, values were derived (Gifford, 1976) primarily
from a diffusion experiment in flat terrain (z, ~ 0.03 m) in which
a nonbuoyant tracer gas was released near the surface and meas-
ured (three-minute averages) downwind up to a distance of 800 m
from the source. Pasquill-Gifford sigmas are the most used formu-
lation for U.S. EPA regulatory modeling applications.

Brookhaven sigmas (Smith, 1968), in which a power law function is
assumed for both g, and o;; i.e.,

o = axt (7-16)

Table 7-5 gives the coefficients @ and b for each “gustiness” cate-
gory. Table 7-6 illustrates the relation between the “gustiness”
categories and the Pasquill classes. The Brookhaven scheme was
derived from elevated releases (108 m) over a rough surface (z, ~
1 m), with concentrations measured up to a few kilometers down-
wind.

Briggs sigmas (Briggs, 1973), in urban and rural versions, provide
an interpolation scheme that agrees with Pasquill-Gifford in the
downwind range from 100 m to 10 km, except that g, values for A
and B stability approximate the B, and B; Brookhaven curves.
Table 7-7 gives the Briggs sigmas. The urban Briggs sigmas are
also called McElroy-Pooler sigmas, and were derived from several
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Table 7-5. Coefficients a and b for Equation 7-16.
Gustiness 9y 9z
category a b a b
B, 0.40 0.91 0.41 0.91
B, 0.36 0.86 0.33 0.86
C 0.32 0.78 0.22 0.78
D 0.31 0.71 0.06 0.71
Table 7-6. Relation between the “gustiness” category and the Pasquill class

(from Gifford, 1976).

Pasquill Gustiness
class category
A B, (very unstable)
B B; (unstable)
C B; (unstable
D C (neutral)
E C/D (neutral/stable)
F D (stable)

urban dispersion experiments with low-level tracers (McElroy and
Pooler, 1968). The U.S. EPA recommends these sigma values as
the ones most appropriate for dispersion simulations in urban areas

(U.S. EPA, 1984).
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Table 7-7. The Briggs (1973) sigma functions for (a) urban and (b) rural con-
ditions (from Panofsky and Dutton, 1984). [Reprinted with permis-
sion from Wiley—Interscience.]

(a) Urban Dispersion Parameters (for distances between 100 and 10,000 m)

Pasquill o, (m
stability % (m) (m)
A-B 0.32 x (1 + 0.0004 x)°5 0.24 x (1 + 0.001 x)°5
C 0.22 x (1 + 0.0004 x) 7% 0.20 x
D 0.16 x (1 + 0.0004 x)~°° 0.14 x (1 + 0.0003 x)™°3
E-F 0.11 x (1 + 0.0004 x)™°° 0.08 x (1 + 0.00015 x)°°

(b) Rural Dispersion Parameters (for distances between 100 and 10,000 m)

plack i oy (m) o (m)
A 0.22 x (1 + 0.0001 x) %5 0.20 x
B 0.16 x (1 + 0.0001 x)™° 0.12 x
C 0.11 x (1 + 0.0001 x)~°% 0.08 x (1 + 0.0002 x)™°°
D 0.08 x (1 + 0.0001 x) ™5 0.06 x (1 + 0.0015 x)-05
E 0.06 x (1 + 0.0001 x)~°° 0.03 x (1 + 0.0003 x)™*
F 0.04 x (1 + 0.0001 x)7°5 0.016 x (1 + 0.0003 x)™

Several additional formulations and parameterizations of ¢, and g, are
available in the literature. See, for example, Briggs (1985) for a review of diffu-
sion parameterizations for the convective (i.e., unstable) PBL.

7.3 REFLECTION TERMS

The basic Gaussian formula is often used with the assumption of total or
partial concentration reflection at the surface (see Figure 7-3). Therefore, the
last term in Equation 7-4 becomes
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S@) = exp [—-;- (E—;—z-)z] + g exp [—% (f-;*—z—)z] (7-17)

Ground level

|

|

) ;e
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! ~
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Figure 7-3.  Example of ground reflection simulated by the image method; i.e., a
vertical source below the ground (from Williamson, 1973). [Reprinted
with permission from Addison-Wesley.]

where r, is the ground reflection coefficient (r, = 1, i.e., total reflection, is
generally assumed). For receptors at the ground (z, = 0) with r; = 1, Equa-

tion 7-17 becomes
1(h.\?
S(0) = 2 -=1= 7-18
© = 2w [-3(%f] (-1

which, for ground-level nonbuoyant sources (i.e., h. = 0), gives

50) = 2 (7-19)
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If the plume is emitted within the PBL, it can also be reflected from the
top z; of the PBL, giving

1(h,-2z Y 1(h.+2z \
S(z,) = exp 3\ +Tg €XP ) —;z—
1(2z;-h.-2Y)?
+7I; eXp —E —-0——
z

where r; is the reflection coefficient at z; (r; = 1, i.e., total reflection, is gener-
ally assumed). However, the presence of a second reflecting barrier causes multi-
ple reflections and, therefore, instead of Equation 7-20, it is better to use, for

rg =ri =1,
‘ i —h\2
S(z,) = S {exp[—%(———Z'Jrzjz' h,)]
Jj=0,%1,%2,... o

22 2
+exp[--;—(z'+ ‘jjz,+he) ]}
Z

Unfortunately, in some cases, Equation 7-21 converges slowly. To avoid
excessive computations, Yamartino (1977) proposed an efficient method for ap-
proximating Equation 7-21, in which:

(7-20)

(7-21)

- for 0,/z; < 0.63, Equation 7-21 is truncated at j = 0, + 1

- for 0.63 < 0,/z; < 1.08, Equation 7-21 is approximated by

S(z,) = —2@—(}1(1 - [1+p*+2 B cos(x z,/z) cos(m h./z)] (7-22)

where

B = exp [%(“Z")z] (7-23)
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and, for g,/z; > 1.08, Equation 7-22 is used with 8 = 0, giving
V2 o,
S(Z') = ——— (7—24)
i

which, substituted into Equation 7-4, gives the “trapping” equation

_ 9 [_1(&)2] 725
“T Tmeun P2, (7-23)

Equation 7-25 shows a uniform vertical mixing (between z = 0 and
z = z;) of the plume, whose concentrations no longer depend
upon z.

The above scheme approximates Equation 7-21 with an error < 1.3 percent and
is, therefore, quite satisfactory in all applications.

7.4 DEPOSITION/DECAY TERMS
Dry deposition, wet deposition and chemical transformation phenomena
are usually taken into account in the Gaussian model by multiplying Equa-
tion 7-4 by exponential terms such as
exp [-#/T] (7-26)
where ¢ is the travel time

t=x/u (7-27)

and T is the corresponding time scale. The relation between the percentage of
mass reduction per hour (%/h) and the time scale T in Equation 7-26 is

%/h = 100 [1-exp(-3,600/T)] (7-28a)
and, for large T,
%/h = 360,000/T (7-28b)

More discussion of atmospheric deposition phenomena is presented in
Chapter 10.
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7.4.1 Dry Deposition

The time scale of dry deposition, T;, can be expressed as a function of the
deposition velocity V; (see Equation 6-10), as follows

Ti = VA, (7-29)
d

where A, is the vertical thickness of the plume, say
A, = 4o, (7-30)

Since dry deposition phenomena occur only after the plume interacts with
terrain features, it is often convenient to apply Equation 7-26 only beyond a
critical downwind distance x4, defined as the distance at which 2 o, is equal to
the height of the plume above the ground; i.e.,

zaz(xd) = h, (7-31)

which can be rewritten as

Xa = 03'(he/2) (7-32)
where 0;)(...) is the inverse function of g, (x).
7.4.2 Wet Deposition

The time scale of the wet deposition, T;,, can be expressed (Draxler and
Heffter, 1981) as

3.6-10° P,

T = =55,

(7-33)

where P, is the thickness of the precipitation layer (an average climatological
value of P, is 4,000 m), S, is the scavenging ratio of the pollutant (a typical
value for SO; is §,=4.2 - 10°), and Py is the precipitation rate in mm/h.

7.4.3 Chemical Transformation

The time scale of the chemical transformation, T, is mainly a function of
the reactivity of the pollutant. A typical value for SO; is T, = 100,800 s (i.e.,
28 hours).
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7.5 SPECIAL CASES

Several modifications of the Gaussian equation that have been proposed
for simulating special dispersion conditions are discussed in this section.

7.5.1 Line, Area, and Volume Sources

Equation 7-1 or 7-4 can be spatially integrated to simulate the effects of
line, area, and volume sources. Analytical integration is often impossible or re-
quires simplifications (especially in the forms of the g, and o, functions). There-
fore, numerical integration is often used for these spatial integrations. Many
Gaussian models (see Chapter 14) contain accurate routines for the treatment of
line, area, and volume sources.

In several cases, the virtual point source method provides a simple, but
satisfactory, treatment of line, area and volume sources, without integration. Us-
ing this method, the actual nonpoint source is simulated by an appropriate up-
wind virtual point source S’, as Figure 7-4 illustrates.

-
-
°
S~
S‘
Virtual
Point
Source Vsolur::

Figure 7-4.  The virtual source approach for simulating line, area, and volume
sources.
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7.5.2 Fumigation

Turner (1970) proposed the following formula to simulate the maximum
morning fumigation effects of an elevated plume previously emitted into the
stable layer:

c(x,0,2) = —-2‘/-——7;%7{} (7-34)

where
H, = h, + 2 0 (7-35)
oy = Oy + (he/8) (7-36)

Equation 7-34 is derived by assuming that the stable plume, characterized
by 0ys and o, is suddenly fumigated to the ground. During this fumigation, the
plume becomes homogeneously mixed in the vertical, between z = 0 and z = A, +
2 0;, and expands horizontally following a 15° fumigation trajectory (from H, to
the ground), which causes an increase of g, from oy to oyr.

7.5.3 Concentration in the Wake of Building

Several algorithms have been proposed for computing plume downwash
effects, which Figure 7-5 outlines. In particular, downwash algorithms have been
incorporated into two Gaussian computer codes (see Chapter 14): the Industrial
Source Complex Model (ISC; Bowers et al., 1979) and the Buoyant Line and
Point (BLP) Source Dispersion Model (Schulman and Scire, 1980). The ISC
model was further modified (Schulman and Hanna, 1986) to account for im-
proved understanding of plume rise and downwash around buildings.

A simple estimate of the extra diffusion induced by the buildings can be
obtained by increasing the plume sigmas in the following way

(0% + const Alm)!/? (7-37)

Oyw

(62 + const Alm)/? (7-38)

Ozw

where g, and o, are the plume sigmas without the building effects; o, and o,
incorporate the building effects; and A is the area of the building projected onto a
vertical plane normal to wind direction.



7.5 Special Cases 159

More discussion of this topic is found in Section 11.3.
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Figure 7-5. Mean flow around a cubical building. The presence of a bluff
structure in otherwise open terrain will produce aberrations in the
wind flow generally similar to those shown (from Smith, 1968).
[Reprinted with permission from the American Society of Mechanical
Engineers.]

7.5.4 Plume Trapping Into a Valley

Turner (1970) proposed to treat the plume trapping in a valley in a man-
ner similar to the plume trapping between the ground and z; ; i.e., similar to the
trapping Equation 7-25, but in the horizontal instead of the vertical. With this
assumption, in the case of simple uniform flow parallel to the valley axis
along x, we obtain for any y,

/
c(x,y,0) = (%)1 : Wgz‘u‘ exp [—-;—(%)2] (7-39)

where W is the valley width. Harvey and Hamawi (1986) presented an expanded
analytical treatment of plume trapping in a valley.

7.5.5 Tilted Plume

Plumes of large particles having a freefall, i.e., gravitational (settling)
velocity Vg can be simulated by the Gaussian tilted plume approach Figure 7-6
illustrates. The plume is tilted downward at an angle whose tangent is Vs /1, the
reflection coefficient at the ground is zero, and most of the plume material is
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Height
@)

Distance (x)

Figure 7-6.  Schematic representation of tilted plume treatment of deposition of
particles with settling velocity V. Solid lines represent the tilted
plume, while dotted lines describe the plume shape with Vg = 0.

deposited at the ground at a distance of about Zh./V;. Section 11.4 provides
additional discussion.

7.5.6 Coastal Diffusion and Shoreline Fumigation

Shoreline fumigation is a particularly important problem. As Figure 7-7
illustrates, elevated plumes emitted offshore or near the shoreline initially en-
counter stable marine dispersion conditions. But when carried inland by the day-
time breeze, they eventually penetrate the growing unstable mixing layer inland
and are, therefore, fumigated to the ground.

Lyons and Cole (1973) and van Dop et al. (1979) provided the following
approximate solution to the fumigation problem. If z;(x) is the mixing height,
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stable

l -

Figure 7-7.  Example of plume producing uniform vertical concentration after
encountering unstable layer.

expressed as a function of the distance x from the shoreline, the concentration in
the fumigation region is

zj(x)

z;i(x)

- o

¢ dz (7-40)

cr(x) =

where ¢ is the concentration field generated by the standard Gaussian plume
equation with stable sigmas (i.e., 0y, 0;). After some simplifying assumptions,
we obtain, for small g, and y = 0,

0
/ﬁ Oyr U zi(x)

cr(x) = (7-41)

where o, has been previously defined by Equation 7-36.

A Gaussian code, developed for the U.S. Department of the Interior,
simulates the overwater transport and diffusion of pollutants emitted by offshore
sources, such as oil platforms. This model (offshore and coastal dispersion,
OCD; Hanna et al., 1984) is becoming the official U.S. EPA regulatory tool for
these applications.

Section 11.2 presents additional discussion of coastal diffusion
phenomena.

7.5.7 Complex Terrain

A few Gaussian computer codes are available for complex terrain simula-
tions. The most recent ones are the rough terrain dispersion model (RTDM; ERT,
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1984) and the complex terrain dispersion model (CTDM; Strimaitis et al., 1986),
both developed for the U.S. EPA. They incorporate the results of intensive tracer
experiment studies in complex terrain.

One of the most important issues in complex terrain modeling by
Gaussian formulae is the estimate of the plume centerline height when approach-
ing the terrain height. Three simple assumptions are illustrated in Figure 7-8.
Recent, more refined, techniques are presented in Section 11.1.

7.6 THE CLIMATOLOGICAL MODEL

The Gaussian plume equation is often used to simulate the time-varying
concentration field by assuming a series of steady-state conditions. In other
words, if the hourly emission and meteorological input is known, a steady-state
equation (such as Equation 7-4) can be used repeatedly with the assumption that
each hour can be represented by a stationary concentration field.

Several air quality applications require the computation of long-term
(e.g., annual) concentration averages, thus requiring a large number of hourly

EPA (STABLE CONDITIONS), CRAMER (ALL CONDITIONS), NOAA
{STABLE CONDITIONS) WHERE CLOSEST APPROACH TO RECEPTOR
210 m

o wn «= == EPA AND NOAA (NEUTRAL AND UNSTABLE CONDITIONS)
@m: am.mme ERT (ALL CONDITIONS)

7\
I, \\
,,’—-ﬁ\\\ /, /.‘\. \.__,
~ . S . R
//’-/" -—.\0\\\—/ ° —
/’. .\o—'

PLUME CENTERLINE
HEIGHT

Figure 7-8.  Simple assumptions for simulating plume centerline trajectory in
complex terrain (from Fabrick et al., 1977). More advanced as-
sumptions are discussed in Section 11.1.
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computations (e.g., 8,760 hourly computations for each source-receptor contri-
bution are required to estimate the annual average). Since meteorological and
emission conditions are often the same at several different times, many of these
hourly computations will provide the same concentration field output. The climat-
ological model takes advantage of this repetition to compute long-term concen-
tration averages without performing an expensive hour-by-hour simulation.

The procedure used is the following. Let us assume that a source can
operate in N; different emission conditions and that the meteorology can be
described by N; meteorological classes. Then the general climatological model
equation becomes

Ni Nj Ny Nj
c= S S f0 wij/(z zf,-,-) (7-42)
i=1 j=1 i=1

j=1

where € is the average concentration in the receptor r due to the source in s
during the period under examination; f; is the joint frequency of occurrence,
during the same period, of the i-th emission condition and the j-th meteorologi-
cal condition; Q; is the pollutant emission rate during the i-th emission condi-
tion; and Q; y;; is the steady-state equation (e.g., the Gaussian plume equation),
which gives the concentration in r due to the emission in s with the i~th emission
and the j-th meteorological scenarios (y;; is referred to as the “kernel” of the
concentration computation formula). If N; X N; is much smaller than the number
of hours of the long-term period under investigation, Equation 7-42 is computat-
ionally faster than the hour-by-hour simulation and, for most practical cases,
almost as accurate. Note that the term y;; can be precomputed for all i and j,
thus allowing easy recalculations with different emissions Q; and/or different
meteorology fi; .

The climatological model is generally applied with the following further
assumptions:

1. The Gaussian plume equation (Equation 7-4) is used for comput-
ing the kernel y;;.

2. Q is constant (or depends only upon the meteorological condi-
tion j).
3. The meteorological condition j is given by the combination of a

wind direction class j;, a wind speed class j,, and a stability class
j3 [i‘e" f;j becomes f(jl’ jZa j3)]
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4. Because of the high frequency of occurrence of wind blowing in
each wind direction sector, a uniform crosswind horizontal concen-
tration distribution is assumed within each downwind sector.

5. Receptors are at ground level.

With the above assumptions, Equation 7-42 becomes

C= > fUrizis) QU iz Js) '/’(il,jz,ja)/( > f(jlajZ’j3)) (7-43)
J

J1J2 J3 1J2 )3

where ¥ (j;,Jj2,j3) is the uniform crosswind horizontal Gaussian kernel,

Y. j2,J3) = (%)1/2 Nua/ @ 7 89) exp[——%—(z_‘iéﬁ)z] (7-44)

o u o,

Here N, is the number of wind direction sectors (i.e., j; =1, 2, ..., N,4; gener-
ally N,z = 16); A,(s,r,j1) is the horizontal downwind distance between the
source and the receptor; o, (A, j3) is the vertical plume sigma; Ah(j,,js3) is the
plume rise; %(j;) is the wind speed; and z; is the source height. Equation 7-44
can be precomputed for each j;, j;, and j3, thus providing a fast computational
algorithm for €. Clearly, Equation 7-44 must be applied only when the recep-
tor r is downwind of the source s for the wind direction class j, (where down-
wind, in this case, means within a sector of 2x/N,, angle in the horizontal);
otherwise, ¥ is equal to zero.

If the plume is uniformly mixed in the mixing layer, Equation 7-44 is
further simplified as

Nwd/(2 T Ad)

7-45
- (7-45)

Y(l1,J2.J3) =

where z; is the mixing height.

Several authors (e.g., Martin, 1971; Calder, 1971; Runca et al., 1976)
have used the climatological Gaussian model successfully. These long-term
simulations generally provide better results than the short-term ones, due to
error cancellation effects.

”
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7.7 THE SEGMENTED PLUME MODEL

The Gaussian steady-state formula described in Equation 7-1 or 7-4 is
valid only during transport conditions (e.g., # > 1 m/s) in fairly stationary and
homogeneous situations. In order to treat time-varying transport conditions and,
especially, changes in wind direction, several authors (e.g., Hales et al., 1977,
Benkley and Bass, 1979; Chan et al., 1979) have developed and used segmented
Gaussian plume-models. In the segmented plume approach, the plume is broken
up into independent elements (plume segments or sections) whose initial features
and time dynamics are a function of time-varying emission conditions and the
local time-varying meteorological conditions encountered by the plume elements
along their motion.

The segmented plume features are illustrated in Figure 7-9, which shows
a plan view (solid lines) of a segmented plume encountering a progressive
change of wind direction along its trajectory. Segments are sections of a
Gaussian plume. Each segment, however, generates a concentration field that is

Figure 7-9.  Computation of the concentration at the receptor R generated by the
segmented plume (solid lines). The computation is performed by
evaluating the contribution of the virtual plume (dotted lines) from
the virtual source S’ passing through the closest segment (number 3)
to the receptor R (from Zannetti, 1986). [Reprinted with permission
from Pergamon Press.]
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still basically computed by Equation 7-1 and that represents the contribution of
the entire virtual plume passing through that segment, as Figure 7-9 illustrates.
Therefore, only one segment (the closest) affects the concentration computation
at each receptor, except that the occurrence of a 180° wind direction change can
create a condition where the contribution of two segments (that is, two virtual
plumes) should be superimposed at some receptors.

7.8 PUFF MODELS

Puff models (e.g., Lamb, 1969; Roberts et al., 1970) have, like segmented
models, been developed to treat nonstationary emissions in nonhomogeneous dis-
persion conditions. Puff methods, hoWever, have the additional advantage of be-
ing able, at least theoretically, to simulate calm or low wind conditions.

The Gaussian puff model assumes that each pollutant emission of dura-
tion At injects into the atmosphere a mass AM = QAt, where Q is the time-
varying emission rate. The center of the puff containing the mass AM is advected
according to the local time-varying wind vector. If, at time t, the center of a puff
is located at p(t) = (x,,y,,2,), then the concentration due to that puff at the
receptor r = (x,,y,,z,) can be computed using the basic Gaussian puff formula

- AM Lfxp-x ) R AN
T @@ o, exP[ 2( O )]exP[ 2( On )]

(7-46)

which is often expanded to incorporate reflection and deposition/decay terms.
Note that the analytical integration of Equation 7-46 in stationary, homogeneous
transport conditions gives the Gaussian plume formula of Equation 7-4.

Equation 7-46 requires the proper evaluation of the horizontal (g;,) and
vertical (0;) dynamics of each puff’s growth. The total concentration in a recep-
tor at time t is computed by adding the contribution Ac from all existing puffs
generated by all sources. Note that the “puff” Equation 7-46 differs from the
“plume” Equation 7-4 mainly because an extra horizontal diffusion term has
been substituted for the transport term, with the consequent disappearance of the
wind speed &. In other words, in a puff model, the wind speed affects the con-
centration computation only by controlling the density of puffs in the region (that
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is, the lower the wind speed, the closer a puff is to the next one generated by the
same source). Therefore, at least in theory, a puff model can handle calm or
low-wind conditions, and this approach represents the most advanced and pow-
erful application of the Gaussian formula.

Several studies have discussed the puff modeling approach in detail, im-
proving its application features. In particular, algorithms were proposed and
evaluated for incorporating wind shear effects (Sheih, 1978); virtual distance
(Ludwig et al., 1977) and virtual age (Zannetti, 1981) computations were defined
for correctly evaluating the ¢, and o, dynamics of the puff; puff merging (Lud-
wig et al., 1977) or puff splitting (Zannetti, 1981) were incorporated for perform-
ing cost-effective simulations with relatively large At (for example, 5 to 10 min-
utes); and an empirical method was derived (Zannetti, 1981) for evaluating the
puff’s o, and growth during calm or low-wind conditions as a function of cur-
rently available o functions during transport conditions.

The determination of the puff modeling sigmas can be confusing, as dis-
cussed by Hanna et al. (1982). There are, in fact, two types of application for
puff modeling. The one discussed above uses puffs to simulate the average char-
acteristics (e.g., one-hour average concentrations) of a continuously emitted
plume. In this case, it is correct to use the plume sigmas discussed in Section 7.2
to describe the growth of each puff in the plume. But puff (or better, relative
diffusion) simulations apply also to the instantaneous or semi-instantaneous
sources, defined as those sources where the release time or the sampling time is
short compared with the travel time.

Unfortunately, little information is available for the description of the dif-
fusion of a single puff, i.e., for the evaluation of the relative diffusion sigmas,
even though it is clear that the plume sigma equations described in Section 7.2
cannot be applied (even though they often are) to relative diffusion calculations.

For relative diffusion, Hanna et al. (1982) recommend the Batchelor’s
formula

0% = Et3 (7—47)
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for puff travel times that are less than 10* s, where € is the eddy dissipation
rate. They also recommend calculating € locally at first, and then at a height
z = z;/2 as o, approaches 0.3 z;. The eddy dissipation rate € is given by

(¢--2) (7-48)

in the surface layer (¢» was discussed in Section 3.6), while, at heights above the
surface layer at midday,

¢ ul
kz

€ = 05H (7-49)

The term H’ is the surface buoyancy flux

Hg

T =
w coT

H =

(7-50)

~ oo

where H is the surface heat flux defined by Equation 3-21. In neutral conditions,
however, H' = 0 and, consequently, € = 0. In this case, a better fit of the avail-
able data gives, above the surface layer

€ = u/(0.52) (7-51)
For travel times greater than 10* s, Hanna et al. (1982) suggest
oy = constt (7-52)

where const can be determined by forcing Equation 7-52 to satisfy Equation 7-47
for t = 10* s, thus giving

const = 100/e (7-53)

A similar procedure is proposed for g,, except that g, is recommended to
remain equal to 0.3 z; for all times after it first reaches this value.

7.9 MIXED SEGMENT-PUFF METHODOLOGY

Zannetti (1986) has recently proposed a new mixed methodology that
combines the advantages of both the segment and puff approaches for realistic
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and cost-effective simulation of short-term plume dispersion phenomena using
the Gaussian formula.

Pollutant dynamics are described by the temporal evolution of plume ele-
ments, treated as segments or puffs according to their size. While the segments
provide a numerically fast simulation during transport conditions, the puffs allow
a proper simulation of calm or low-wind situations.

The methodology is incorporated into a computer package (AVACTA 11,
Release 3) that gives the user large flexibility in defining the computational do-
main, the three-dimensional meteorological and emission input, the receptor lo-
cations, and in selecting plume rise and sigma fomulae. AVACTA II provides
both pollutant concentration fields and dry/wet deposition patterns. The model
uses linear chemistry and is applicable to any two-species reaction chain (e.g.,
S0, and S0%°), where this approximation is reasonable and an appropriate reac-
tion rate is available.

According to this dynamic segment-puff approach, each plume is de-
scribed by a series of elements (segments or puffs) whose characteristics are
updated at each dispersion time interval At (for example, 5 to 10 minutes).
Meteorological three-dimensional fields (wind and turbulence status) and emis-
sion parameters are allowed to change at each “meteorological” time step At,,
(typically, 30 to 60 minutes). The dynamics of each element consist of (1) gen-
eration at the source; (2) plume rise; (3) transport by advective wind; (4) diffu-
sion by atmospheric turbulence; (5) ground deposition, dry and wet; and
(6) chemical transformation, creating secondary pollutant from a fraction of the
primary pollutant. The type of element (segment or puff) does not affect its
dynamics, but only the computation of the concentration field, which is discussed

in Section 7.9.6.

Each element is characterized by the following time-varying parameters
(see the example in Figure 7-10) evaluated at its final central point B:

e = (X Ye, Ze) coordinates of the point B

he elevation of B above the ground (in flat terrain
h. = z,
My, M, masses of primary and secondary pollutant
Op, 031, Oz2 standard deviations of the Gaussian concentration dis-

tribution; horizontal, vertical below B, and vertical
above B, respectively
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Figure 7-10. Chain of elements from the source S at time t. The time-varying
parameters of a selected element in the chain are illustrated (from
Zannetti, 1986). [Reprinted with permission from Pergamon Press.]

The characteristics of each element’s initial central point A at time ¢ are
equal to those, at the same time ¢, of the final central point of the element
successively emitted from the same source.

7.9.1 Generation of Plume Elements

At each time interval At, a new element is added to the element “chain”
from each source. The parameters defining each new element have the following
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initial values: the central final point is set at the source’s exit point plus the
vertical plume rise Ah; My = Oy At, M= Q,At, where Q, and Q, are the
current emission rates of primary and secondary pollutants (generally Q, = 0);
and 0y, 0;1, and o;; represent the initial sigmas of the plume (for example, 0.369
multiplied by the source exit diameter may be chosen for g, and Ah/3.16 for o,
and 0,,).

7.9.2 Transport

At each time interval At, the central final point of each existing element is
advected according to the current wind vector T = (u,, u,, u,) averaged over the
volume covered by the element size (i.e., + 20), as follows

e(rew) = el0ld) | F Az (7-54)
However, if the horizontal transport term
up = (U + ud)'? (7-55)

is less than a critical value up;, (for example, umy, = 1 m s™!), u, and u, are
forced to zero, since it is assumed that such small terms represent more local
intermittent effects than actual transport. In this case, however, a large horizontal
diffusion may be produced by the large wind direction fluctuations typically en-
countered during these low wind speed situations.

7.9.3 Diffusion

During each At, the element’s sigmas are increased based on the virtual
distance/age concept (Ludwig et al., 1977; Zannetti, 1981), which operates for
either gy, 0,1, or 0,3, according to the following scheme.

1. Select the current sigma function o0 = o (d) for the element (d is
the downwind distance) according to the current local meteorology
at the element’s location; that is, the average atmospheric turbulent
status in the volume covered by the element size (atmospheric tur-
bulence status is often represented simply by a “stability class,” a
discrete number).
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2. Evaluate the virtual distance d, such as

o = o(d,) (7-56)

where 09 is the current sigma value for the element. The compu-
tation in Equation 7-56 is straightforward for some sigma formu-
lae (for example, power laws), but requires iterative procedures for

others.
3. If Up < Upin force Up = Unin-
4. Increment sigma by

o) = a(d, + up At) (7-57)

The above dynamics of the element’s sigmas depend upon the choice of
the sigma function and the current atmospheric turbulence status at the element’s
location. A separate turbulence status can be considered for the computation of
horizontal (g;,) and vertical (0;;, 0;2) increments, if a proper meteorological input
is available. For example, the vertical temperature gradient might provide an
evaluation of the “vertical” turbulence status, while the horizontal wind direction
fluctuation intensity provides a good estimate of the “horizontal” turbulence
status. (Without the measurement of the horizontal wind direction fluctuation,
the estimate of “horizontal” turbulence status may be quite wrong.) Different
values of the vertical turbulence status above and below the element center gen-
erate different dynamics for g,; and o;,.

7.9.4 Dry and Wet Deposition

Both dry and wet deposition for the primary and secondary pollutants are
simulated by first-order reaction schemes and are computed during each At by
an exponential reduction of the pollutant mass

ME = MO exp [-P;; At/360,000] (7-58)

where i indicates the primary (i = 1) or the secondary (i = 2) pollutant, j indicates
dry (j = 1) or wet (j = 2) deposition, and P, ; is the corresponding percentage of
reduction per hour (% h™!). All mass differences MY - M are deposited
and accumulated on the ground.
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If the two P, ; for dry deposition are not directly specified as input values,
they can be obtained from the deposition velocity values as

P.1 = 360,000 Vi/Az (7-59)

where V; are the current deposition velocities at the element’s location, and
Az, = (20;1 + 205) is the vertical thickness of the element. Equation 7-59 ap-
plies only when the plume has reached the ground (that is, 20,; > k), otherwise
Py =0

If the two 7, ; for wet deposition are not directly specified as input values,

they can be obtained (Draxler and Heffter, 1981) from precipitation data as

P2 = S P/(0T;) (7-60)

where §; are the pollutant scavenging ratios, P, is the current average precipita-
tion rate at the element’s location (mm h™'), and T, is the thickness (m) of the
precipitation layer.

7.9.5 Chemical Transformation

During each At, a first-order chemical reaction scheme is adopted, in
which the chemical transformation term reduces the mass M; of primary pollut-
ant and increases the mass M, of secondary pollutant in each element according
to

M = M exp (- k At360, 000) (7-61)

ME™ = M) 4 (wy/w)) MO [1 - exp (-k At/360,000)] (7-62)

where k is the current chemical transformation factor at the element location
expressed as a percentage of reduction per hour (% h™'), and w; are the pollut-
ant molecular weights (i = 1, 2). '

7.9.6 Concentration Computation

The plume element dynamics can be computed independently from the
type of element (segment or puff). The element type, however, is a key factor in
computing the plume concentration field during each At. The criterion for
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identifying the type of element is the ratio between its length L, (the horizontal
distance between A and B in Figure 7-10) and o,. For a segment

Le/oy >2 (7-63)

and, for a puff,
L/oy <2 (7-64)

where the center of the puff is located in the middle between A and B. Since g,
continues to grow with time, all segments will eventually become puffs.

The above algorithm assures that, when segments are transformed into
puffs, the distance between two consecutive puffs will not be greater than 2g,,
which is the condition required (Ludwig et al., 1977) for a series of puffs to
provide an almost perfect representation of a continuous plume. In calm or low
wind speed conditions, L, = 0 and the elements are generated as puffs directly
from the source.

The above scheme allows a realistic and computationally efficient repre-
sentation of calm, transport and transitional cases. For example, puffs can accu-
mulate for a few hours in the region near the source during calm conditions, and
subsequently be advected downwind when the stagnation breaks up. The concen-
tration at each receptor point due to a certain source must account for the contri-
bution of all elements generated from that source; specifically, the sum of the
contributions of all existing puffs plus the contribution of the closest segment.
This allows a proper dynamic representation of both calm and transport condi-
tions, including the previously mentioned situation in which, due to a 180°
change in wind direction, two sections of the same plume may affect the same
receptor. In this latter case, in fact, we can generally assume that the elements of
the oldest section of the plume may have already become puffs, thus allowing
both sections of the plume to contribute to the concentration computation at that
receptor.

7.9.6.1  Puff Contribution

The concentration contribution of a single puff at a receptor during each
At is computed by Equation 7-46, which allows the computation of the primary
pollutant concentration ¢; (or the secondary one c;) from the current values of
the puff’s variables M, (or M,), o;, and o0,; (or oy, if the receptor is above the
center of the puff). These variables are evaluated by interpolation at the center of
the puff, that is, the point between its initial and final central points.
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7.9.6.2  Segment Contribution

Because of the condition defined in Equation 7-63, each segment has
sufficient length L, to assure that the horizontal “stream-wise” diffusion (that is,
diffusion along the length of the segment) can be neglected in comparison with
the transport term. This is one of the basic assumptions for Equation 7-4, which
is used as the numerical algorithm for computing the concentration field due to a
plume segment. This computation requires the identification of the segment
closest to the receptor and the use of the segment’s variables for computing, with
Equation 7-4, the concentration field generated by an equivalent plume passing
through the segment, as illustrated in Figure 7-9. The parameters in Equation
7-4 are evaluated in the following way:

1. The segment’s variables (M;, M, 04, 01, 05;) are interpolated at
the point R’ (see Figure 7-9), the closest point to R along the seg-
ment centerline.

2. Q is evaluated as a “virtual” current emission rate; i.e.,
M, M,
= |—)or|— 7-
C (At) (At) - (7-65)
3. I is evaluated as a “virtual” current wind speed; i.e.,
L,
b= — 7-66
Ar (7-66)

(However, u is forced to be > umi, to avoid unrealistic “conver-
gence” effects.)

4. g, is used instead of o,;, if the receptor R is above the point R’'.

Naturally, only the closest segment is used, since its contribution is a
surrogate for that of the entire segmented portion of the plume.

7.9.6.3  The Treatment of the Segment-Puff Transition

The concentration computation described in the previous section allows
the incorporation of all the advantages of both the puff and the segmented ap-
proach. Numerical problems, however, arise when the receptor is close to the
point in the plume at which segments grow into puffs (see Zannetti, 1986, for a
discussion of how these problems have been eliminated).
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7.9.6.4  Splitting of Elements

The breaking of a plume into elements allows the evaluation of their dy-
namics as a function of the local time-varying meteorological conditions. In par-
ticular, during each At, the final central point of each element moves from an
old to a new position. The horizontal component of this advective displacement is

Ad, = u; At (7-67)
where u, = (u,,u,) is the current local horizontal wind vector.

Large values of |Ad,|, due to an increase in wind speed or associated to a
change in wind direction, may affect the elements’ ability to represent the con-
tinuous plume by reducing resolution. The splitting technique, which was origi-
nally proposed for puff modeling simulations (Zannetti, 1981), is here incorpo-
rated for both puffs and segments and is illustrated in Figure 7-11. This splitting
generates, when required, enough fictitious elements along the element’s trajec-
tory during At to maintain sufficient resolution. The splitting of an element’s
trajectory is performed to compute its concentration contribution at receptor R
when (1) the receptor R is affected by that element, and (2) for puffs, when
|Ad,| > 0, and, for segments, when |Ad,| > 0,, where Ad, is the component of
Ad, which is perpendicular to the segment’s centerline.

In this splitting computation, the masses M; and M, of the element are
equally distributed among the split elements along the trajectory from the old
position to the new one.

7.10 DERIVATIONS OF THE GAUSSIAN EQUATIONS

The Gaussian equations can be derived from both Eulerian and Lagrangi-
an considerations and that is the reason Gaussian models are discussed here
separately from Eulerian models (Chapter 6) and Lagrangian models
(Chapter 8).

There are several ways to derive the steady-state Gaussian plume Equa-
tion 7-4. Four methods will be discussed briefly in this section.
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Figure 7-11.

Splitting process for a puff (above) and a segment (below). A and B
represent the initial and final central points of the element (from
Zannetti, 1986). [Reprinted with permission from Pergamon Press.]
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7.10.1 Semiempirical Derivation

The straightforward semiempirical derivation is performed by assuming
that the plume concentration c, at each downwind distance x, has independent
Gaussian distributions both in the horizontal and in the vertical. Therefore,

c(x,y,2) = const ! exp [—-1—(A°‘”)2]
Y ‘?2 oy, 2\ on
e ]
2mo, 2 0z

where the symbols are the same as in Section 7.1 but x is used as the downwind
distance instead of d.

(7-68)

The mass conservation condition requires all concentration fluxes through
each plume cross—sectional plane (y,z) to be the same; i.e., for each x

0 = (yJ-) c(x,y,z) Tdydz (7-69)

which, with Equation 7-68, gives const = Q/f, and therefore Equation (7-4).
7.10.2 Gaussian Plume as Superimposition of Gaussian Puffs

A plume can be represented by an infinite series of infinitesimal puffs,
where each puff, located in x,y,z, generates the concentration field

am
2 m)*? 0, 0, 0,

-x\2 —-v.\2 -2\
oo ({55 (5 (5]
2 Oy oy o;
at the receptor (x,, y,,z,), and dM = Q dt = Q dx/u is the mass of the puff. Then,
the integration along x of Equation 7-70 gives Equation 7-4, if o, = 0, = 0-

de(x,y,2) =

(7-70)

7.10.3 Analytical Solution of the Steady-State Atmospheric Diffusion
Equation 6-8

Several papers provided a derivation of Equation 7-4 by analytical inte-
gration of Equation 6-8 under certain simplifying homogeneous conditions
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(e.g., Veigele and Head, 1978; Huang, 1979; Melli and Runca, 1979; Lupini and
Tirabassi, 1979; Robson, 1983; Seinfeld, 1986). We should not state, however,
that the Gaussian Equation 7-4 is a particular solution of Equation 6-8. In fact, if
Equation 7-4 is derived from Equation 6-8, a condition is imposed on the
plume’s g, and g,. In the homogeneous case, this condition is

0n = V2Kuxit = 2Ky (7-71)

and

g; = \/2 K33X/E (7—72)

Equations 7-71 and 7-72 limit the sigma growth so that it is proportional to x°-5,
while Gaussian plume simulations benefit from the use of semiempirical ¢ func-
tions that vary from —x%3 to —x!-5.

Numerical and analytical integrations of Equation 6-8 in
nonhomogeneous conditions show concentration solutions that are more realistic,
in the sense that the plume sigmas are proportional to x* with b > 0.5. Neverthe-
less, K-theory simulations always present difficulties in reproducing dispersion
experiments in unstable conditions. What we want to emphasize here, however,
is that the Gaussian equation cannot be considered a particular solution of Equa-
tion 6-8, even though its form can.

7.10.4 The Gaussian Equations as a Particular Solution of the Lagrangian
Equation

All Gaussian plume and puff equations can be seen as a particular solu-
tion of the fundamental Lagrangian Equation 8-1, as discussed in the next
Chapter.
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LAGRANGIAN DISPERSION
MODELS

As introduced in Chapter 6, Lagrangian models provide an alternative
method for simulating atmospheric diffusion. They are called Lagrangian be-
cause they describe fluid elements that follow the instantaneous flow. The
“Lagrangian” term was initially used to distinguish the Lagrangian box models
described in Section 8.2 from the Eulerian box models described in Section 6.4.
In this case, the difference is manifest, since the Eulerian box does not move,
while the Lagrangian box follows the average wind trajectory. The term has,
however, been extended to describe all models in which plumes are broken up
into “elements,” such as segments (see Section 7.7), puffs (see Section 7.8) or
fictitious particles (see Section 8.3).

Several efforts have been made to understand and parameterize the rela-
tionship between equivalent atmospheric parameters as seen in an Eulerian and a
Lagrangian view. Hanna (1979) performed statistical analyses of wind fluctua-
tions and showed that both Lagrangian and Eulerian observations of wind speed
fluctuations u’ can be simulated by the linear first-order autoregression relation-
ship

u'(t+Ar) = u'(t) R(AY) + u'() (8-1)

where R(At ) is the autocorrelation coefficient at time lag At and u'’ is a random
component. Davis (1982) examined various theories that aim at relating the ve-
locity statistics of Lagrangian particles to the statistics of the Eulerian flow in
which they move. Novikov (1969) proposed a connection between Lagrangian
and Eulerian probabilities that was then generalized (Novikov, 1986) to fluids
with variable density. In spite of the above efforts (and others), uncertainties still
persist and a fully acceptable theoretical relationship between Eulerian and
Lagrangian variables has not yet been developed (or, if it has, has not been fully
tested against experimental data; testing is complicated by the fact that reliable
Lagrangian measurements are scarce).



186 Chapter 8: Lagrangian Dispersion Models
8.1 THE LAGRANGIAN APPROACH

The fundamental Lagrangian equation for atmospheric dispersion of a sin-
gle pollutant species is

<crn)> = | j p(r, tlr', ') S(', ') dr’ dt’ (8-2)

- ®

where the integration in space is performed over the entire atmospheric domain;
<c(r,t)> is the ensemble average concentration at r at time ¢; S(r’,t’) is the source
term (mass volume™! time™'); and p(r,t|r’,t’) is the probability density function
(volume™1) that an air parcel moves from r’ at ¢’ to r at t, where, for any r’ and
t>t,

[ padr, ) dr <1 (8-3)

The expression in Equation 8-3 can be less than one when chemical or deposi-
tion phenomena are considered; otherwise, mass conservation always requires
the value to be equal to one. For a primary pollutant, S(r’,t) is greater than zero
only at points r’ where the pollutant is released (e.g., the exit points of stacks).
For a secondary pollutant, S(r’,t") can be nonzero virtually anywhere. For both
primary and secondary pollutants, however, Equation 8-3, which represents mass
conservation, must be satisfied.

Since it is often difficult to evaluate the entire emission “history” S(r’,t)
for —oo < t’ < t, Equation 8-2 can be rewritten as the sum of two integral terms

<c(r, > = f p(x, tr', t,) < c(r', t,) > dr’

t (8"4)

+J j p(r,tr', t") S, ") dr’ dt’
to

in which only the contribution of the sources during ¢, < t' < t needs to be
included, since the first integral term accounts for the source contribution before
t,. However, Equation 8-4 requires some estimate of the average concentration
<c> at t, throughout the computational domain.

It must be pointed out that the use of Equation 8-4 instead of Equa-
tion 8-2 may be incorrect when the exact fractional impact of a specific source
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(or group of sources) needs to be estimated. In fact, when using Equation 8-4,
known background concentrations can be used to estimate the term <c(r’,z,)>.
But, by so doing, the contribution of a specific source to the concentration
<c(r,t)> becomes the sum of two terms: (1) the direct contribution of the second
integral of Equation 8-4, and (2) the indirect contribution of the source to the
background concentration <c(r’,z,)>. When these two contributions are of the
same order of magnitude, as in long-range regional modeling applications, the
fractional impact of a specific source becomes difficult to evaluate because, even
when the second integral of Equation 8-4 is computed correctly, the contribution
of a source to background concentrations is difficult to calculate.

The key parameter in the above equations is the probability density func-
tion p, which, for nonreactive pollutants, is a function of only the meteorology
(and the type of pollutant when deposition phenomena are considered). Equa-
tions 8-2 or 8-4 represent a rigorous description of transport and diffusion proc-
esses expressed in a probabilistic notation. The full incorporation of chemical
reactions, however, is difficult.

Different assumptions concerning the probability density function p allow
the derivation of both Gaussian equations and the K-theory equation, as was
illustrated in Figure 6-1. Seinfeld (1975) shows that all Gaussian plume and puff
formulas can be derived from the Lagrangian equation (8-2) under the following
simplifying assumptions:

1. Turbulence is stationary and homogeneous; i.e.,
p@, tr', t') = pir-r', t-t) (8-5)
2. p obeys a multidimensional normal distribution; i.e.,

pr-r, t-t) = exp [-£TP1g/2 ] (8-6)

where each element F; of the matrix P is (i and j = 1, 2, or 3)
P = <G> (8-7)
and the “displacements” §; are
&G = |r-r'|i - |<r-r'>|; (8-8)

in which i indicates the space component (x, y, or z, for i = 1, 2,
or 3, respectively).
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3. The term <r - r’> is the average displacement, which is assumed
to be due only to the average (deterministic) wind @.

4. Py =0, forisj.

Several types of models can be classified as Lagrangian:

. Lagrangian box, or trajectory, models, which are used for
photochemical simulations (see Section 8.2 below)

. Gaussian segmented plume models, which have been discussed in
Section 7.7

J Gaussian puff models, which have discussed in Section 7.8

. Particle models (see Section 8.3 below)

8.2 LAGRANGIAN BOX MODELS

Lagrangian box models are similar to the Eulerian box models presented
in Section 6.4, with the important difference that a Lagrangian box is a moving
box that is advected horizontally according to the local time-varying average
wind speed and direction, as illustrated in Figure 8-1 (for a single box) and
Figure 8-2 (for a vertical column of boxes, which allows explicit computation of
vertical diffusion).

This technique is particularly useful for photochemical simulations (see
Chapter 9) and provides average time-varying concentration estimates along the
trajectory of the box. The major shortcoming of this technique is the forced as-
sumption of a constant wind speed and direction throughout the PBL, while, in
reality, wind shear plays an important role. Another problem of Lagrangian box
models is the difficulty in comparing their outputs (i.e., time-varying concentra-
tions along a trajectory) with fixed (Eulerian) air quality monitoring data.

Several Lagrangian box models have been developed for simulating
photochemical reactions inside a moving air mass. This development was
triggered by the high computational costs of Eulerian photochemical models, in
which chemical and photochemical reactions need to be computed in each fixed
grid cell of the three-dimensional computational domain. Lagrangian box mod-
els, instead, perform these calculations on a smaller number of moving cells, as
outlined in Figures 8-1 and 8-2 for the REM2 model and the DIFKIN model,

respectively.
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More recently, two advanced Lagrangian photochemical models have been
developed: the TRACE model (Tran, 1981) and the PLMSTAR model (Lurmann
et al., 1985). TRACE uses a two-dimensional wall of cells moving along a speci-
fied trajectory to simulate the transport of a plume parcel from a source to a
receptor. Figure 8-3 shows the moving wall of cells in which TRACE simulates
the effects of vertical and horizontal diffusion, emission of primary pollutants
from all the source regions entrained by the moving wall, nonlinear
photochemical transformations, initial and boundary conditions. The TRACE
model solves numerically the following set of coupled, nonlinear, partial differen-
tial equations (conservation of mass)

ac; d ac; 0 ac;
% _ Ok L)y S|k, Zi) v R+ S +D 8-9
ot ay(yay)+az(zaz)+'+s’+‘ (8-9)

where ¢; is the concentration of the i-th species; X, and K, are the eddy diffu-
sion coefficients in the crosswind and vertical direction, respectively; R; is the
rate of chemical transformation of the i-th species (creation or removal); S; is
the rate of emission of the i-th species along the trajectory; and D; is the rate of
deposition of the i-th species.

PLMSTAR is a mesoscale Lagrangian photochemical model designed to
simulate the behavior of pollutants in chemically reactive plumes interacting with
background concentrations. PLMSTAR, like TRACE, considers a moving wall of
cells, usually five in the vertical and nine in the horizontal directions. In its move-
ment, the air parcel entrains emissions from other surface or elevated sources.
Pollutants within each cell undergo horizontal and turbulent diffusion, chemical
reactions and dry deposition.

8.3 PARTICLE MODELS

Particle modeling is the most recent and powerful computational tool for
the numerical discretization of a physical system. It has been particularly suc-
cessful in a wide spectrum of applications (Hockney and Eastwood, 1981), that
range from the atomic scale (electron flow in semiconductors, molecular dynam-
ics) to the astronomical scale (galaxy dynamics), with other important applica-
tions to plasma and turbulent fluid dynamics. Particle models handle the trans-
port terms, whose correct numerical treatment is very difficult with Eulerian
(grid) models, in a straightforward manner. Particles, in fact, have a Lagrangian
nature, since they move following the main flow. For this reason, they are often
called Lagrangian particles.
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Particle models use a certain number of computational (fictitious) parti-
cles to simulate the dynamics of a selected parameter (e.g., mass, heat, electrical
charge density, etc.). Particle motion can be produced by both deterministic
velocities and semirandom pseudovelocities generated using Monte-Carlo tech-
niques. In the latter case, the trajectory of a single particle simply respresents a
realization from an infinite set of possible solutions. Important characteristics of
the diffusion process can be inferred, however, from the computation of average
particle ensemble properties, which are not affected by the randomness of the
pseudovelocities if enough particles. are used.

Three main types of particle models can be defined (Hockney and
Eastwood, 1981):

. particle-particle (PP) models, in which all interaction forces (e.g.,
gravitational or electric forces) between particles are computed at
each time step

. particle-mesh (PM) models, in which forces are computed using a
field equation (on a grid) for the potential

. PP-PM or (P3M) models, a hybrid approach, in which interparticle
forces are split into a short-range component (computed using the
PP method) and a slowly varying one (represented in a mesh sys-
tem by the PM method)

Length and time scales (as in all discretization systems) play an important
role in particle models. In particular, the relation between the actual physical
particles (or elements) and the computer model simulation particles is an impor-
tant factor for the interpretation of the simulation results. In general, three possi-

ble cases can be found (Hockney and Eastwood, 1981):

. a one-to-one correspondence between actual and simulated parti-
cles, as, for example, in molecular dynamics simulation

. a description of fluid elements (position, vorticity) as particles, as,
for example, in vortex fluid simulations, where the correspondence
to physical particles (molecules) is totally lost

. the use of “superparticles;” i.e., simulation particles representing a
cloud of physical particles having similar characteristics

Particle models have mostly been applied to simulate (and understand)
the spiral structure of the galaxies, to simulate plasma dynamics and the electron
flow in semiconductors, and to obtain realistic representations of turbulence in
fluid.
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In air pollution applications, using Lagrangian particle methods, emitted
gaseous material is characterized by a set of computational particles and each
particle is “moved” at each time step by pseudovelocities, which take into ac-
count the three basic dispersion components: 1) the transport due to the mean
fluid velocity; 2) the (seemingly) random turbulent fluctuations of wind compo-
nents (both horizontal and vertical); and 3) the molecular diffusion (if not negli-
gible). After the pioneering work of Smith (1968) and Hall (1975), Lamb (1978)
simulated vertical turbulent phenomena by assigning to each particle a velocity

W= Wy + W (8-10)

where the first term w,; was determined by the Eulerian numerical model of
Deardorff (1974) and w, was a stochastic term describing the effect of subgrid
fluctuations not included in the numerical model. (The term w, was generated
every eight seconds on a grid with Az = 50 m and, therefore, contained a large
fraction of the fluctuating turbulent velocities that, in other models, are simulated
by the stochastic terms.) Zannetti (1981, 1984) introduced a scheme for the in-
clusion of the cross correlation among the velocity fluctuations. Baerentsen and
Berkowicz (1984) used two separate equations to describe particle updrafts and
downdrafts, under the assumption that the physics of the two phenomena is dif-

ferent.

As illustrated by de Baas et al. (1986), most particle modeling studies of
air quality phenomena are numerical solutions of the Langevin stochastic differ-
ential equation (Reid, 1979; Gifford, 1982; Sawford, 1984)

dw = - (w/Tp)dt + du (8-11)

where w is any component of the Lagrangian particle velocity, 7, is its
Lagrangian time scale, and du are random velocity increments. The use of this
equation, its limitations and possible improvements are described in Sec-
tion 8.3.5. Several of the concepts introduced above and related to the use of
particle modeling in the simulation of atmospheric diffusion will be expanded in
the following sections.

8.3.1 Simulation of Atmospheric Diffusion by Particle Models

Equation 8-2 or 8-4 can be solved analytically or numerically. For exam-
ple, as discussed before, a Gaussian distribution of p, together with other
simplifying assumptions, allows the derivation of Gaussian plume and puff equa-
tions for <c>. More complex functions of p require numerical integrations.

An intuitive solution of Equation 8-2 or 8-4 can be obtained if a set of
dynamic atmospheric trajectories of pollutant mass can be generated. Then, for
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each trajectory originating from r’ at ¢, we have p(r,t|r’,t") = 0 everywhere, ex-
cept at the exact location r = r*, where the trajectory point is located at ¢, thus
giving p(r,t|r’,t") = & (r* - r). Therefore, if realistic air parcel trajectories can be
computed, the simple calculation of the density of the trajectory points provides
an estimate of <c>. This is the conceptual basis of a “particle” model for atmos-
pheric dispersion, i.e., a model in which a set of “tracers” (or fictitious computa-
tional particles) are used to describe the dynamics of the atmosphere.

Particle models can be used to characterize atmospheric dispersion in two
simulation modes: the “single-particle” mode, in which the motion of each parti-
cle is independent from the others and, therefore, obeys one-particle statistics;
and the “two-particle” mode, used to reproduce relative dispersion, e.g., the dis-
persion properties of a single puff in relation to its center of mass. The second
approach has been investigated by several authors (Durbin, 1980; Lamb, 1981;
Sawford, 1983; Lee et al., 1985) and, in particular, by Gifford (1982), who used
the simple Langevin Equation 8-11 to simulate relative dispersion by constrain-
ing the initial particle velocity (see Sawford, 1984, for further discussion of this
topic). In the rest of this chapter we will discuss “single-particle” models.

In air pollution applications, simulation particles are moved at each time
step by a velocity u,, which is sometimes called a “pseudovelocity” to emphasize
that we do not need to follow precisely each molecule in the atmospheric turbu-
lent flow, but only to define an algorithm for particle displacement computation
that gives an accurate density distribution, i.e., an ensemble average. In mathe-
matical notation, if a particle is located in x(¢;) at time ¢,, its position at time ¢,
will be

71

x(t) = x(t) + f ulx(?),] dt (8-12)

131

where u is the “instantaneous” wind vector in each point x(f) of the particle
trajectory between t; and t,.

Atmospheric turbulent properties make u practically impossible to know,
especially due to semirandom components caused by atmospheric turbulent ed-
dies. But the “equivalent” or “effective” wind vector u, can be considered

u, = [ulx(t), 1] di/(t2 - 1) (8-13)

t

which moves the particle directly from x(¢;) to x(zz) in the interval (¢;, t;). The
problem is then to estimate u, from Eulerian measurements of u, keeping in
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mind that u, must approximate the integral term in Equation 8-13 only on a
particle ensemble basis. For example, we can define

u = T+ u (8-14)

where T is the best estimate of the average Eulerian wind vector (transport) at
the particle location, and u’ is a “diffusivity velocity.” In other words, T (a
smoothly variable term) represents our deterministic understanding of the aver-
age transport process, based on Eulerian wind measurement interpolation or pro-
vided by a meteorological model, while u’ is an artificial numerical perturbation,
which is related to the turbulence intensities and characteristics of those smaller
eddies that are not included in the @ field.

Since, in Equation 8-14, @ is assumed to be known from measurements
and/or meteorological model outputs, computing u’ is the key problem of
Lagrangian particle modeling. Two fundamental approaches can be followed: the
deterministic approach, which represents a numerical procedure for solving the
diffusion equation, and the statistical approach, which actually models the ran-
domness of the trajectories of fluid elements. Both approaches are discussed
below.

8.3.2 Deterministic Calculation of u’

A typical example of the deterministic approach is given by the particle-
in-cell method (Lange, 1978; Rodriguez et al., 1982), in which, after some ma-
nipulation of the K-theory diffusion equation, the following relation is obtained

= (-f) Ve (8-15)

where X is the eddy diffusion coefficient and ¢ the concentration, computed from
particle density. This method generally requires partitioning the computational
domain into cells in order to calculate c. It is able to duplicate K-theory disper-
sion, with the important feature of decreasing the numerical advection errors
otherwise produced by finite-difference solutions. Using this method, the motion
of a single particle will be affected by the time-varying concentration field c, i.e.,
by the positions of the other particles.

8.3.3 Statistical Calculation of u’

The statistical approach (Monte Carlo-type models) seems more flexible
and appealing than the deterministic approach. According to the statistical ap-
proach, u’ is a semirandom component computed by manipulating computer—
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generated random numbers. To perform this computation, it has generally been

assumed that Eulerian measurements of u can provide statistical information
!

on u’.

If we accept this assumption, we can use, for the diffusivity velocity u’, a
statistical generation scheme based on our understanding (and Eulerian measure-
ments) of u. In particular, Hanna (1979) has shown that it is a plausible assump-
tion to describe both Eulerian and Lagrangian wind vector fluctuations by a sim-
ple Markov process (autocorrelation process of the first order). If we extend this
assumption to u’, we have(*)

u'(tz) = RAN u'(ty) + u"(12) (8-16)

where R(A¢) is a vector containing the autocorrelations with lag At = ¢, - t; of
the u’ components, and u’’ is a purely random vector that will be discussed
further below.

Equation 8-16 is the key formula for statistically computing u’. It is a
recursive sum of two terms: the first is a function of the “previous” u’ of the
same particle, and the second is purely randomly generated. Since
Equation 8-16 is computed independently for each particle, two eventually co-
incident particles at ¢; will have, in general, different displacements, even if their
past “history” is exactly the same. Using this approach, the motion of a particle
is not affected by the position of the other particles and, therefore, this numerical
algorithm is extremely fast, since no interacting forces need to be computed.

To apply Equation 8-16, we need the initial u’(¢,) for each particle at its
generation time ¢, (often assumed to be a zero vector or random with variance
¢2) and the dynamic computation of R and u’’. R can be related to Lagrangian
turbulence time scales by

R(At) = exp [-At/T.] (8-17)

where T, is a vector containing the two horizontal and the one vertical
Lagrangian time scales(**). Generally, Lagrangian measurements of T, are not
available, but empirical relations have been proposed (e.g., Hanna, in Nieuwstadt
and van Dop, 1982) to estimate T, from Eulerian meteorological measurements
(see Section 8.3.6).

(*) In this formula (and the following ones in this chapter), when vectors appear on both
sides of an equation, each component of the vector on the left side is computed using only
the corresponding component of each vector in the right side (componentwise notation).

(**) Other equations have been proposed instead of Equation 8-17. Note, however, that it is
essential that R is exponential if results are to be independent of At (Thomson, personal
communication).
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Assuming u’’ a purely random vector with zero-mean, normally-
distributed independent componerits, we have that u’’ is completely characterized
by 0,~; i.e., the standard deviations of its components. By taking the variances of
Equation 8-16, we obtain

o = 0,[1-R3A1)]/? (8-18)

Equation 8-18 requires the knowledge of 0./, the standard deviations of the com-
ponents u’, which, again, can be approximated by the standard deviations of
available Eulerian wind measurements. Therefore, using the standard deviations
0,» computed by Equation 8-18, it is easy, with commonly available Monte-
Carlo computer programs, to generate each particle’s u’’ term for use in Equa-
tion 8-16.

As discussed in Section 8.3.5, it has been established that the develop-
ment leading to Equation 8-18 is valid only for stationary, homogeneous and
isotropic turbulence. Nevertheless, in situations where meteorological gradients
are not too strong, R and 0,/ can be considered space and time dependent (but
assumed constant between ¢; and ¢, to derive Equation 8-18). Therefore, they
can fully incorporate, when available, time-varying three-dimensional meteoro-
logical input (Eulerian values) and can simulate, with a high degree of spatial
and temporal resolution, extremely complex atmospheric diffusion conditions,
which are impossible to treat with other numerical schemes. This approach is
grid-free, since, even when the meteorological input T, R and 0, is given at grid
points, each particle can move according to meteorological values that can be
interpolated exactly at the particle’s location. This provides a high degree of
resolution, which is controlled only by the number of particles and the length of
the time interval At, and not by the spatial discretization of the computational
domain.

Hanna (in Nieuwstadt and van Dop, 1982) proposed a set of semi-
empirical formulae that, from a limited number of meteorological parameters (4,
L, w., z,, and u,) provide the meteorological input at each particle’s elevation z
required by Equations 8-16 through 8-18. This scheme, in which the subscripts a
and c indicate the along-wind and cross-wind horizontal components, respec-
tively, is described below.
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° Unstable Conditions
In unstable conditions, the horizontal components of 6,/ are constant, i.e.,
Ou, = Ou, = U (12 + 0.5K/|L)Y? = J0.31 w, (8-19)
while the vertical component varies with z as follows:

3z LY/3
Oy = 0.96 w, (T - —};) (8—20)

for z < 0.03 k;

1/3 0.175
0y, = w, min [0.96 (3’25 - %) ; 0.763 (%) ] (8-21)

for 0.03 h <2< 0.4 h;
2)0-207
gy, = 0.722 w, (l - —h—) (8-22)

for 0.4 h < z < 0.96 h; and
oy, = 037w, (8-23)
for 0.96 h < z < h.

The autocorrelations are computed by Equation 8-17, where the two hori-
zontal components of T, are constant, i.e.,

h

Ty, = Ty, = 0.15 (8-24)
Oy,
and the vertical component varies with z as follows:
z
T, = 0.1 (8-25)

2 0u,[0.55 + 0.38 (z-2,)/L]
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forz<0l1handz-z >-L;

Ty, = 0.59 (8-26)
. Ul-l'z
forz<0.1handz-z, <-L; and
h 5z
I; = 0.15 1 - exp|-— 8-27

for z > 0.1 A.
° Stable Conditions

In stable conditions, % represents the top of the mechanically turbulent
layer above the ground and can be evaluated by Equation 3-8 or by

h = 0.25u, L/f (8-28)

The components of g,/ vary with z as follows

O, = 2.0 1, (1 - %) (8-29)

oy, =0, =1.3u, (1 - %) (8-30)

while the autocorrelations are computed by Equation 8-17 with

0.5
T, =015 (i) (8-31)
a ou, \h
h (205
T, = 0.07 Z 8-32
fe Oy, (h) ( ’ )

c

and

5
]

ou, \ A

= 0.10 h (i)o's (8-33)
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[ Neutral Conditions

In neutral conditions, the components of g,/ are
oy, = 2.0u, exp(- 3fz/u.) (8-34)
and
oy, =0y, =1.3u, exp(-2fz/u,) (8-35)

while the autocorrelations are computed again by Equation 8-17 with

0.5z/0y.
T, =T, =T, = ————4— 8-36
La Le L= 1% 15 fz/u. ( )

In addition to the above formulation, it is generally assumed that u’ = 0
for z > h and that the particles are totally or partially reflected at the ground and
at the top of the PBL -- an operation that also requires a change of sign in the
“memory” u; of each reflected particle.

8.3.4 The Introduction of the Cross-Correlations

Using Monte-Carlo techniques, it is necessary to simulate realistically the
wind fluctuation behavior in a way that is consistent with measured characteris-
tics. Several current models are based on Equation 8-16, which assumes that the
components of u’ are statistically independent. This assumption is in disagree-
ment with wind fluctuation measurements, which indicate the existence of non-
zero cross—correlation terms. Therefore, Equation 8-16 can be, in many cases,
an oversimplification of the atmospheric dispersion processes.

Zannetti (1981), Ley (1982) and Legg (1983) have proposed schemes that
include the negative correlation u'w’ between the “along-wind” component u’
and the vertical component w’'. For example, Zannetti (1981, 1984) developed
the scheme

us(t2) = Prua(t) + ug(tz) (8-37)

@2 uc(ts) + u(t2) (8-38)

uc (t2)

u;(tz) = @3 uz(t) + Paua(tz) + uz(tz) (8-39)
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in which the vector u’ is seen in a “flux-coordinate” system where
u' = (ua, U, uy) (8-40)

and u, is the horizontal component along the average wind direction, u’ is the
horizontal cross-wind component, and u; is the vertical component. Note that,
since the average wind direction varies with space and time, each particle will
have, in general, its own time-varying reference system, determined by the hori-
zontal direction of W, as defined by Equation 8-14, at the particle’s location.

By analytical manipulations of Equations 8-37 through 8-39, the parame-
ters @1, @2, @3, Pa, 0z, 04y, and o,y are calculated by

b1 = iy (B) | (38-41)
$2 = ra(AD) (8-42)
e, (Af) - ¢y ru%a u, (0)

b = 1 - ¢irk . (0) o

_ hgu (0 g [1 - ¢y (A)] 8-44
s ou, [1 - #112,., 0] o

and

oy = of, (1 - ¢} (8-45)
ok =% (1-¢3) (8-46)

Q
1]

o = 0p (1-93) - 9300, - 2 ¢1 93 Pa Ty, (0) 0wy, Oy (8-47)

where 1, (Af), 1., (A1), r,,(Af) are the autocorrelations, with time lag
At = t; - t;, of the components of u’, as defined by Equation 8-40; r,, .., (0) is
the cross—correlation, with no time lag, between u; and u;; 0,3, o,y and o0,y are
the standard deviations of the components of the vector u'’’

u' o= (g, w, w') (8-48)

where these components are uncorrelated zero-averaged Gaussian noises (i.e.,

random numbers); and o,,, 0,,, 0, are the standard deviations of the
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u’ components. The parameters in Equations 8-41 through 8-47 can vary with
space and time, but are assumed constant between ¢; and t;.

The above method is able to generate a time-varying u’ with any theoreti-
cally acceptable degree of auto- and cross-correlations, if the meteorological
input is known. The meteorological input r,., (A?), 1., (Af), 1, (AY), Ouy, Ou,,
and 0., can be obtained using Hanna’s scheme presented in the previous sec-
tion, while the extra term r,,,,(0) can be estimated at the ground, by analogy
with the Eulerian relationship of Equation 3-2, by

u?

8-49
> (8-49)

[ru',, u'’y (O) ]z=o = -

Equation 8-49 can be linearly interpolated from z = 0 to z = h, where
[ru, ,,',(0)]2=h = 0, thus giving, at a generic z below &,

[Fuy s 0], = - u (1—5) (8-50)

0y, Ou, h

If direct measurements of 0, are available, they can be used directly
(e.g., by interpolation at different altitudes) instead of using the semiempirical
formulae described above. For example, measurements of gy, the standard de-
viation of the horizontal wind direction, can be used to calculate o, , through the
relationship

Ou, = U0y (8-51)

where i is the average horizontal wind speed and o, is expressed in radians. If
measurements of u’ are performed in a fixed orthogonal system x,y,z, i.e.,

u = (U, uy, uz) (8-52)

then, the standard deviations o,; and Ouy allow the calculation of g, and o,
by using (Zannetti, 1984)

i7 =2 42

2 .2
u, O'u& - u, Oy
a“'a = — - Y (8"53)
Uy — Uy
=2 2 72 2
u, o, - u,0o,
oy s Y Yx (8-54)

u? - ur
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where i, and %, are the horizontal components of the average wind 7 in the
fixed coordinate system. Equations 8-53 and 8-54 are derived by assuming that
the u, and u; are not cross-correlated. Also note that these equations are not
valid when |&Z;| =~ ||, i.e., when the average wind direction is blowing with an
angle of 45 degrees, 135 degrees, 225 degrees, and 315 degrees with respect to
the x-axis (in these cases, no alternative equations can be provided; the system
orientation simply does not allow discrimination between along-wind and
crosswind fluctuations).

Zannetti (1986) expanded the scheme of Equations 8-37 through 8-39 to
work in a generic fixed orthogonal system x,y,z, which requires the incorporation
of all three cross—correlations among the u’ components. The system becomes

uy(t2) = fue(ts) + w(t2) (8-55)
uy(tz) = fouy(t) + fiux(t2) + uy (t2) (8-56)
uz(t2) = fauz(t) + fsuy(tz) + foue(t2) + uy (t2) (8-57)

Again, this system is able to generate a time sequence of u’ values with any
theoretically acceptable degree of auto- and cross-correlation, if the meteorologi-
cal input is specified. For Equations 8-55 through 8-57, the meteorological input
must include the three cross—correlations Tl u) 0), ru,4;(0), and Tujyu ,(0). Al-
gebraic manipulations allow the deviation of the parameters f;, f;, f3, ﬂ, 5. f6
and the standard derivations oy, O » Ouy from the meteorological input, as
follows. First, analytical manipulation of Equations 8-55 and 8-56 allow the deri-
vation of '

h = ry(AY) (8-58)

o =04 (-1 (8-59)

u

5 = ru,(A) - ry, (A1) r/ '( ) (8-60)

1-1r2 (At)r, ,()
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PR ©0) oy, [1 - r, (A1) 1 (AD)] (8-61)
oy [1 - g (A 7k s (0)]

and

or = 0n (1-f3) - B0l - 2ff2fs i, (0) 0w 0y (8-62)

Then, the terms f;, fs and f; are computed by solving the linear system

Q44 Qg5 Qg6 Ja b,
Qs4 Ass Ase fs} = |bs (8-63)
Q64 Q65 Qes fe be
with .
Qa4 = Uu'z . (8"64)
ass = faTuyuy (0) Ouy + f3 i Tureuy (0) 0wy (8-65)
Q46 = f1Tuyuy(0) O, (8-66)
ass = fi Tu' uy 0) Ou (8-67)

ass = fifaTuyuy(0) 0wy, + fifsruy (A1) 0wy + fyou, (1-£3) (8-68)

Asg = f1 r,,;‘(At) Oy, + Oy, (1 —f%) (8—69)
asa = f2 ru’y u'z(o) 0"3' Oy + fh ry, u’z(o) Oy, Oy, (8-70)
ags = f rus’(At) 033, + f3ry, 'u;(O) Oy, Ouy + O',,Zryv (8-71)

ags = fofiruuy(0) 0wy Ouy + f30%, (8-72)
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and
by = ru(At) oy, (8-73)
bs = ruu;,(0) oy, (8-74)
bs = ruyu;(0) 0Ouy Ouy (8-75)

This system allows a numerical solution of Equation 8-63. (An analytical solu-
tion for f;, fs5, and fs could be derived but is too cumbersome.)

Finally, the last term g,y is given by

(]

o2, (1-f) - fi o - fid},

(732

2fafs [f2 ’u;u'z(o) Uus, Oy, + f3f1 ru}u’z(o) Oy, Uu’z] (8'76)

2fafs fi rus,u’z(o) Oy, Ou, - 2f5f6 ru:vus,(o) oy, 0"3'

It must be pointed out that the methods dealing with the cross—correlations
presented above may be inherently inconsistent. At the end of Section 8.3.5,
however, we propose a simple mechanism to incorporate these methods into an
acceptable theoretical frame.

8.3.5 Simulation of Convective Conditions by Monte-Carlo Particle Models

Some of the most interesting developments of particle modeling have fo-
cused on the one-dimensional (i.e., vertical) simulation of convective dispersion
conditions, and on the use of the Langevin Equation 8-11 to simulate the
Lagrangian vertical velocity w of each particle. As summarized and clarified by
de Baas et al. (1986), Equation 8-11 can provide different sets of simulation
outputs, depending upon the specification of the random velocity increments du .

In homogeneous turbulence, we have

du=0 (8-77)
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(@w? = 22 dtTy (8-78)

du’ =0 (8-79)

where u, is the vertical wind component. Under these limiting conditions and
with dt = t, - t;, Equation 8-11 becomes equivalent to the vertical component of
Equation 8-16. In this case, particle simulations are able to reproduce (e.g., see
the simulations of Brusasca et al., 1987, using the MC-LAGPAR model) the
theoretical results obtained by Taylor (1921) for homogeneous turbulence as il-
lustrated in Figure 8-4.

Convective conditions in the atmosphere, however, are strongly character-
ized by nonhomogeneous conditions in which, for example, uZ varies with the
height z. In this situation, if Equation 8-11 is used together with Equation 8-78
and a term u2(z) that varies with z, particles have a tendency to be trapped,
without any physical justifications, in regions with lower 2 . This accumulation is
avoided or minimized by changing Equation 8-77 into

du = dt du2/az (8-80)

which represents a nonzero mean random forcing (i.e., a drift velocity) propor-
tional to the vertical gradient of ;g_(z). Legg and Raupach (1982) and Ley and
Thomson (1983) proposed the use of Equation 8-80 and justified its validity by
analyzing the Navier-Stokes equations and concluding that a gradient of uZ in-
duces a mean pressure force that must be incorporated, through Equation 8-80,
into the Langevin Equation 8-11. Similar considerations and results, using the
Fokker-Plank equation (which can be seen as the Eulerian equivalent of the
Langevin equation), were obtained by Janicke (1981). Other authors (e.g.,
Wilson et al., 1981, and Sawford, 1985) proposed drift velocity formulations dif-
ferent from Equation 8-80. This second group of formulations, however, seems
less appropriate than Equation 8-80, since it contains the instantaneous term u;,
which interferes with the definition of 7, and the correct calculation of the
autocorrelation.

A different approach for the treatment of convective conditions by
Baerentsen and Berkovicz (1984) and Brusasca et al. (1987) uses two Langevin
equations for updrafts and downdrafts, respectively. This allows an explicit,
more realistic treatment of the known behavior of air parcel velocities in unstable
conditions, in which ascent velocities are stronger than descent velocities, but
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Figure 8-4. Concentration as a function of a downwind distance (from Brusasca
et al., 1987). [Reprinted with permission from Computational Me-
chanics Publications.]

Curve A: ground-level  concentration  simulated by
MC-LAGPAR

Curve B: centerline plume concentration simulated by
MC-LAGPAR

Curve C: ground-level concentration computed with the
analytical solution of Taylor (1921)

Curve D: centerline plume concentration computed with
the analytical solution of Taylor (1921)

with shorter duration. For example, Yamamoto et al. (1982) measured average
ascent velocities u; in the range of 0.5 w, to 0.6 w,, while Briggs (1975) pro-
posed 0.4 w, as a suitable average descent velocity u,. Both Baerentsen and
Berkowicz (1984) and Brusasca et al. (1987) allow a probabilistic “jumping” of
each particle from an updraft to a downdraft, and vice versa, with probabilities
that depend upon the time 'scales of the two phenomena. These methods implic-
itly assume that updrafts and downdrafts are not included in the average i,
terms of Equation 8-14 and do not affect the 0., terms (otherwise, updrafts and
downdrafts terms would be included twice in the calculations).
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The most appealing approach for the treatment of convective conditions is
the incorporation of an appropriate term (d;t)3 into the Langevin equation, in-
stead of simply using Equation 8-79. This incorporation has been developed by
Thomson (1984) and van Dop et al. (1985) and successfully tested by de Baas
et al. (1986). They derived the following expressions for the random forcing
function du (instead of Equations 8-77 through 8-79)

du = At [3u2(z)/o7] (8-81)

@7 = Mt[2uZ@)/TL + ou3(2)/02] (8-82)

x

~
©
]

@° = At [3u3Q)/T, + oudD/oz - 312() auZ()/az]  (8-83)

These equations were obtained by Thomson (1984) by imposing the conditions
that, for large times, the distribution of particles in the phase space possesses the
same distribution as the air.

The use of Equations 8-81 through 8-83 requires the generation of non-
Gaussian terms du from a skewed distribution function P(du). Baerentsen and
Berkowicz (1984) and de Baas et al. (1986) calculate P(du) by choosing du from
two Gaussian distributions P; = N(m;,0;) and P, = N(my, 0;) with a chance ¢
and (1 - g), respectively. This allows the derivation of the relationships

gmy + (1-q)my = du (8-84)

q(m? + ?) + (1-g) (m3 + o3) = (du)* (8-85)
and ,

g(m}+3mod) + (1-q) m3 + 3m; 03) = (du)® (8-86)

which can be used with the simplifying assumptions of m? = o% and m? = o3,
since the above equations have two degrees of freedom.

The Langevin Equation 8-11 is approximated by de Baas et al. (1986) in
a finite different form, using the explicit, fast and unconditionally stable scheme

w(t+At) = w(t) (1-0.5At/Ty) (1+0.5 At/T)™ + du (1+0.5 At/T;)™! (8-87)

2+ A = z() + 0.5 Ar[w(t+Af) + w(r)] (8-88)
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where z is the altitude of the particle, w is the Lagrangian vertical velocity of the
particle, and the random terms du are computed using Equations 8-81 through
8-83 and numerically generated from the two Gaussian distributions P; and 7,
according to Equations 8-84 through 8-86.

Further assumptions are made by de Baas et al. (1986) to simulate
convective conditions. Using mixed layer scaling they assume the profile of the
second moment to be

ut(z)/w? = 1.54 (2/2)*> exp(- 2 z/z) (8-89)
for z > 0.0025 z;, and
uz = 0.028 w2 (8-90)
for z < 0.0025 z; . Also, they assume the following profile for the third moment
u2@)/w? = 1.4 (z/z) exp(-2.5z/z) (8-91)
and a constant Ty
T, = czi/w. (8-92)
with ¢ = 1, instead of the common assumption of ¢ = 0.24 - 0.55 (Hanna, 1981),
which requires some slight adjustments of the profile of u3(z) at the top of the

PBL, to satisfy the requirement that (du)? > 0 at all heights. Finally, they assume
the fourth moment to be

2
u(z) = a(u}(z)) (8-93)
with @ = 3, since no measurements of the fourth moment are available. Simula-
tions are performed by generating particles at a source height z = z; with initial

(i.e., t = 0) Lagrangian velocities w that obey the relationships

w=0 (8-94)

W = W) (8-95)

and
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> - 86 (8-96)

Particles are also reflected at the top (z = z;) and the bottom of the computa-
tional domain. All the above assumptions provide particle simulation results that
agree well with water tank experiments by Willis and Deardorff (1978, 1981)
(see Figure 8-5), wind tunnel experiments of Poreh and Cermak (1984), and
field experiments by Briggs (1983).

As noted above, the scheme of Equations 8-81 through 8-83 requires the
generation of non-Gaussian terms du, a generation that asks for some slight
adjustments to force the variance of the random numbers to be positive. Alterna-
tively, the terms du could remain Gaussian and the (-w/T.)dt term in
Equation 8-11 could be modified instead, e.g., by making it nonlinear (Thom-
son, 1987). This alternative approach avoids the problem met by de Baas et al.
(1986) of satisfying the requirement that (du)? > 0 at all heights and seems, at
least theoretically, a more satisfactory development (Sawford, personal commu-
nication).

Schemes such as the one of Equations 8-81 through 9-83 for the solution
of Equation 8-11 represent an improvement of the Langevin equation to simulate
convective diffusion. However, they complicate the treatment of the cross—corre-
lation terms. These terms, in Section 8.3.4, were discussed under the implicit
assumption of using the Langevin Equation 8-11 with the conditions of Equa-
tions 8-77 through 8-79, which make it equivalent to Equation 8-16. A simple
modification is required to maintain the advantages of both approaches (i.e., the
improved Langevin equations for convective simulations and the cross-correla-
tion terms). In fact, either set of Equations 8-37 through 8-39 or 8-55 through
8-57 can be rewritten in the sequence u;, u;, 4, (Equations 8-37 through 8-39)
or uj, uy, u, (Equations 8-55 through 8-57), thus allowing the first equation of
either scheme, which does not contain any cross—correlation term, to represent
the vertical velocities. By doing so, any complex Langevin equation scheme can
be used for u., while still maintaining all the cross-correlation terms. (Naturally,
however, if equations are rewritten in a different sequence, the derivation of the
parameters will change accordingly, even though the general form of the solu-
tions will remain the same.)

8.3.6 Concentration Calculations Using Particle Madels

Particle models are a set of algorithms for the generation of realistic tra-
jectories of imaginary, fictitious particles that simulate atmospheric motion. Each
particle can be tagged by a mass of pollutant that can be either constant or
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Figure 8-5. Dimensionless concentration contours in the vertical x,z plane. The
different plots present the results of the Langevin model (I) and the
cross-wind—-integrated measurements of Willis and Deardorff (II) for
the source heights: (a) z;/z; = 0.067; (b) z;/z; = 0.24; (c) z,/z; = 0.49.
Source height is indicated by arrow on ordinate (from de Baas, et al.,
1986). [Reprinted with permission from the Royal Meteorological
Society.]
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Figure 8-5 (continued).
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time-varying to allow loss of mass due to ground deposition and chemical decay
phenomena. Therefore, the spatial distribution of particle mass in the computa-
tional domain allows the calculation of a three-dimensional mass concentration
field, under certain computational assumptions.

For example, the most straightforward assumption is the superimposition,
in the computational domain, of a three-dimensional concentration grid. The
concentrations are then computed simply by counting the number of particles in
each grid cell and accumulating their masses. If concentrations need to be com-
puted only at “receptor” points (e.g., at a ground level), receptor cells can be
defined around these points and particles counted only inside those cells. A rigor-
ous concentration calculation, however, should not just add up the particle mass
in a given cell at a given time. In fact, the contribution of each particle mass
should be weighted by the total time the particle spent inside the cell during each
time step (Lamb, 1979b).

One of the great advantages of Monte-Carlo particle models, however, is
their “grid-free” characteristics, which allow higher time and space resolution
than other simulation techniques. In this respect, grid-free concentration calcula-
tions (i.e., calculations that do not require the definition of cells) to maintain this
important feature of the model are appealing. “Kernel” methods (Gingold and
Monaghan, 1982) allow grid-free concentration calculations that are smooth and
efficient. Kernel methods for air quality modeling are discussed by Lorimer
(1986). A general form of kernel density estimator is

C(l‘, t) = A—l(:-)— i m; W(l‘i -r, l) (8—97)

i=1

where ¢ is the concentration in r at time t; / is a time-dependent resolution
bandwidth (or smoothing length); m; is the pollutant mass of each particle i; W is
the smoothing kernel, which is a function of / and the distance r; - r of each
particle i from the receptor point. A(r) is a correction term for concentration
computations at locations r close to the boundary of the computational domain
D, where

13

A) = ——
® f W(r' -r, l)dr’
D

(8-98)

which, for an infinite domain D, reduces to A(r) = 1 everywhere.
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Several kernel functions W are available in the literature. The most com-
mon is the Gaussian kernel, in which

d=r-r (8‘99)

and

Wds 1) = — exp(——l- Eiﬁ) (8-100)
o (2.71’)3/2 2 2
The choice of / is critical. This term should not be kept constant, as is

done in many applications, but should change in relation to a natural length
scale. In general, / should be particle dependent and should be related to the
mean interparticle separation around r. Only particles with |d;| < / give substan-
tial contribution to ¢ (Lorimer, 1986). If / is too small, the spatial distribution of
the concentration c is “jagged” with a series of local maxima at each r;; if / is

too large, ¢ becomes overly smooth.

Using a Gaussian kernel, the particle model becomes very similar to the
puff models described in Section 7.8. It is important to note, however, that for a
puff model, / is substituted by o, 0,, and o, (i.e., the standard deviations of the
spatial concentration distributions of each puff), and these values are related to
the physics of atmospheric diffusion, while, in the kernel method, / should be
related only to the density of the particles around r. However, Yamada and Bun-
ker (1988) use a kernel density estimator, for their RAPTAD particle model,
which makes it, in reality, a puff model, in which each particle i is associated
with time-growing o,;, 0,; and o,; values that are estimated based on the homo-
geneous diffusion theory by Taylor (1921).

8.3.7 Particle Simulation of Buoyancy Phenomena

One of the main advantages of Monte-Carlo particle models versus other
particle methods (such as the particle-in-cell method described in Section 8.3.2)
is the cost-effective ability to move each particle independently from the others.
A correct treatment of buoyancy phenomena, however, requires the capability of
incorporating, into the particle dynamics, extra velocity terms that simulate
plume rise effects and heavy gas phenomena, both functions of local space prop-
erties related to the local concentration. Therefore, the motion of each particle
affected by buoyancy phenomena depends upon the particle concentration, i.e.,
the dynamics of neighboring particles.
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A simple, analytical approach to account for plume rise phenomena was
illustrated by Zannetti and Al-Madani (1983). More comprehensive approaches
have been proposed by Cogan (1985) and Gaffen et al. (1987).

8.3.8 Chemistry and Deposition

Since each particle can be tagged by its mass, i.e., the mass of pollut-
ant(s) whose dynamics is represented by that particle, linear chemistry and depo-
sition phenomena can be easily accounted for by properly modifying, in a dy-
namic way, the mass m; of each particle. For example, Zannetti and Al-Madani
(1983) proposed relationships such as

mi(t+ Af) = mi(t) exp(-At/T) (8-101)

to account for dry deposition, wet deposition, and linear chemistry transforma-
tion, where T is the appropriate time scale of each phenomenon that can vary
with time and space. Alternatively, any deposition can be computed using the
deposition velocity concept (see Equation 6-10), which requires the calculation
of particle mass concentration in the layers just above the ground and a conse-
quent dynamic reduction of the mass m; of the particle to account for the ground
deposition mass flux.

If nonlinear chemistry is required, for example, to simulate atmospheric
photochemistry and ozone production, two possible methods can be used. With
the first method, a concentration grid can be superimposed on the domain and,
at each time step, concentrations can be computed in each grid cell. Then, an
Eulerian photochemical model can be used to calculate the effects of chemical
reactions from all sources at each time step. If the chemical reactions of a single
plume must be simulated, a second method can be used, in which each particle
can be considered an expanding box representing a section of the plume that
grows with time and entrains background air and, possibly, other emissions along
its trajectory. Then, the photochemical module of a Lagrangian box model (see
Section 8-2) can be used to calculate the effects of chemical reactions inside
each box at each time step. It is clear, however, that nonlinear chemistry by
particle models is complex and extremely demanding of computational re-
sources. A proper consideration of nontrivial chemical reactions may well be
impossible in a Lagrangian framework. In any case, it would at least require a
two-particle approach, since, for a second-order reaction, the reaction rate de-
pends on the reactant covariance, which is a second-order concentration statis-
tics (Sawford, personal communication).

Particle models can also be used to simulate the behavior of actual par-
ticulate matter in the atmosphere, whose dynamics is affected by atmospheric
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turbulence and gravitational settling velocity V5, which depends upon the diame-
ter d, of the aerosol particle. For example, Figure 8-6 shows the velocities with
which spherical particles for different particle diameters and densities fall. When
these particles hit the ground, permanent deposition can be assumed or, alterna-
tively, probabilistic methods can be used to simulate particle deposition and,
when deposited, the possibility of particle resuspension. For example, Zannetti
and Al-Madani (1983) use expressions such as

g = 1- exp(-At/T) (8-102)

to calculate both the deposition probability of a particle that reaches the ground,
and the resuspension probability, where T is an appropriate time scale that
depends upon meteorology and surface characteristics.

100 L
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Figure 8-6. Fall velocity of spherical particles as a function of particle diameter
and density. (Adapted from Hanna et al., (1982), as presented by
Stern et al. (1984)). [Reprinted with permission from Academic
Press.]
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8.3.9 Advantages and Disadvantages of Particle Models

Dispersion simulation by Lagrangian particles has been called “natural”
modeling. These models do not need the input of artificial stability classes, em-
pirical sigma curves, or diffusion coefficients that are practically impossible to
measure. Instead, diffusion characteristics are simulated by attributing a certain
degree of “fluctuation” to each particle, using, for example, the computer’s capa-
bility to generate semirandom numbers.

The basic advantages of this approach (e.g., see Lamb et al.,, 1979a;
Lange, 1978) are:

- Compared with grid models, this method avoids the artificial initial
diffusion of a point source in the corresponding cell and the advec-
tion numerical errors.

— This method is practically free of restricting physical assumptions,
since all uncertainties are combined into the correct determination
of pseudovelocities.

— Each particle can be tagged with its coordinates, source indicator,
mass, activity, species and size, allowing computation of wet and
dry deposition, decay, and particle size distribution.

- The meteorological input required can be directly inferred from
measured data. The primary information needed is (Lamb et al.,
1979a) the variance of wind velocity fluctuations and the
Lagrangian autocorrelation function, which can be estimated from
Eulerian measurements.

Potentially, this method is superior in both numerical accuracy and physical
representativeness. However, much research is still needed to extract, from the
scarce available meteorological measurements and our limited theoretical under-
standing of turbulence processes, the meteorological input required to run this
model (i.e., the pseudovelocities to move each particle at each time step).
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